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CHAPTER 1

INTRODUCTION

The analysis of weapon system life cycle costs (LCC) is an integral

part of the decision making process regarding Air Force systems acquisitions

(10:1). Life cycle costs, when related to USAF aircraft, consist of all costs

associated with the Research, Development, Test & Evaluation (RDT&E),

Production, and Operation & Support (O&S) phases (10:11). Defense procure-

ments in 1979 totaled almost $35 billion (3:12). Of that amount, approxi-

mately 45%, or almost $16 billion were expended on RDT&E programs

(3:102). The RDT&E costs associated with the F-16 alone amounted to over

$741 million over a six year period (6).

Although the use of life cycle cost analysis has been widespread it is

not yet a finished and fully effective management tool. Many acquisition

managers lack confidence in current LCC analysis techniques and are

uncertain as to their efficiency. This uncertainty becomes significant when

LCC analysis is used as an aid in economic tradeoff evaluations and in

funding decisions demanding reliable, internally consistent estimates of

absolute cost (10:1).

Cost estimating capability is only as accurate as the infor-
mation on which the estimates are based. On some large,
complex development programs, the degree of accuracy
surrounding an estimate may be -10% to +100% or more.
Decision makers must be informed about the degree of
accuracy so that they will not erroneously assume that an
estimate is accurate to within plus or minus 10% 0:15a.



Numerous cost models have been developed for each phase of a

system's life cycle. However, the models pertaining to the RDT&E phase

appear to be limited in their ability to accurately predict weapon system

development costs. This thesis focuses on a shortcoming present in all cost

models that have been examined by this thesis team. Most models place

heavy emphasis on production and O&S phase costs, by using parameters

identified through research of these two phases, to form the basis for the

models' cost estimating relationships (CERs). When applied to aircraft, the

research results in parametric equations unique to each aircraft type

(fighter, attack, and cargo/bomber) for the production and O&S costs

elements (i.e., the equation developed to estimate production cost elements

for the F-15 would be different from that of the C-1410. However, separate

parametric equations based on aircraft type are not utilized to predict

RDT&E costs. All existing models establish one CER equation that is used

regardless of type aircraft for RDT&E cost estimates. That is, the models

establish one algorithm for RDT&E that is used regardless of whether the

aircraft is a fighter, attack, or cargo/bomber. Chapter 11 will examine and

discuss selected algorithms in more detail.

Problem Statement

Airframe RDT&E costs are currently estimated by using one general

CER in all existing models rather than a unique CER for each aircraft type.

This practice may have substantial impact on the accuracy of RDT&E cost

estimates and subsequent program funding.

2



Justification for Research

In the purview of acquisition managers, cost estimating techniques

must be refined to more accurately predict weapon system costs. In this

light, valid cost estimating techniques should be developed which reflect the

unique cost characteristics for each aircraft type throughout each phase of

the acquisition process. Common sense dictates that RDT&E cost equation

for a small supersonic fighter aircraft, such as the F-16, should be different

from the RDT&E cost equations associated with a large subsonic aircraft

such as the C-5. Any attempt to estimate RDT&E costs for such dissimilar

aircraft types using common and general CERs is likely to result in less

accurate cost projections than could be obtained by using separate CERs for

each aircraft type. As an example, a cost model developed by Grumman

Corporation projected RDT&E costs with general CERs that had been

developed using fighter, attack, and cargo airframe cost elements. The

resulting estimates for airframes ranged from a 30% underestimate to a

20% overestimate (13:208).

The base model referred to throughout this thesis is the model

initially developed by Grumman in 1976, as revised in 1980. This model is

one of the most recently developed cost estimating tools and is based on

data pertaining only to fairly recent procurements. The data base is

available and has been verified for accuracy. Additionally, the Grumman

model is useful for performing cost/design and performance trade-offs due

to the airframe characteristics identified and included in the model as cost

drivers. The Grumman model is reviewed in Chapter II of this thesis.

3



Purpose and Objective

This thesis is restricted to the development of algorithms that are

structured for a single design type aircraft. An attempt to develop separate

CERs by aircraft type for airframe RDT&E cost elements is based on logical

cause and effect relationships between the dependent variables and indepen-

dent variables. This logical relationship is supported by factor analysis and

multiple regression analysis. The CERs that are developed are statistically

compared with the base model in order to determine relative accuracy in

predicting RDT&E costs.

Research Hypotheses

1) The initial research hypothesis proposed by this thesis is that a

unique CER exists for each type of airframe (fighter, attack, cargo) for the

RDT&E phase of the acquisition process.

2) The second hypothesis is that the unique CERs more accurately

predict airframe RDT&E costs.

Scope

An attempt is made to develop CERs that pertain only to RDT&E

airframe development costs. The CERs are developed based on data

gathered on several fighter, attack and cargo aircraft, all in the "A"

configuration. The analysis is limited to fighter, attack and cargo because

of the limited and insufficient data available on all other aircraft configur-

ations (trainer, bomber, etc.).

General Research Plan

This thesis research effort logically gathers data on all three types of

airframe structures, groups the airframes by means of correlation of

.. 4



characteristics through the use of factor analysis, and develops an algorithm

for the grouped data by using multiple regression analysis. The resulting

CERs are then compared to CERs of the base model by using statistical

tests of significance and measures of accuracy.

Support of the thesis hypotheses indicates that greater accuracy

should be achieved by using specialized CERs. Improved cost estimates

allow improved budgeting by DoD and Congress, and decrease the chances of

cost overruns which may be viewed as politically unacceptable and ulti-

mately may lead to cancellation of the program.



CHAPTER 11

LITERATURE REVIEW

Introduction

A number of tools and techniques have been developed for use in

estimating dGfferent categories of weapon system costs. For many years

estimates of aircraft airframe costs were based primarily on weight.

However, cost estimators have continuously searched for other aircraft

characteristics that (1) will, in combination with weight, provide consis-

tently accurate estimates, (2) are logically related to cost, and (3) can easily

be determined prior to actual design and development, thus allowing for

trade offs between cost and performance/physical characteristics (8:1).

Three of the most popular methods currently used f or cost estimating

are the analogy method, the engineered method, and the parametric method.

The choice of which cost estimating method should be used is often

governed by the time available for the estimating 'ffort, the degree of

system definition at the time of the analysis, the kind and amount of input

data available, and the level of detail required (15:7.3).

Each of the three methods is described in the following paragraphs.

Analogy Method

When applying this method, estimated costs of the new items are

derived from past costs of items that are at least similar in all important

respects. The reasonableness of the quotations or prior prices must be

6



established and an allowance made, through use of adjustment factors, for

all differences between the proposed item and the past items used for

comparison. Data used for making analogous estimates is normally taken

from a library of catalogs and historical records of recent procurements,

and includes information on the specification, schedule, and the contracting

environment in which the item was procured (7:4, 5).

The need to rely on past procurements of similar items, based on the

analyst's judgement, is one disadvantage to using the analogy method

(15:7.5). A second disadvantage is that the adjustment factors used to

account for differences are completely subjective. They are based solely on

the analyst's judgement regarding the magnitude of the differences between

the proposed item and the past items used for comparison. Additionally,

analogy models tend to have limited usefulness with respect to design trade

off applications since they ordinarily compute costs as a function of

parameters such as mean time between failures and maintenance man-hours

per flying hour. They do not relate costs directly to performance and design

parameters and, therefore, cannot be used early in the conceptual phase of

development when trade offs relating to performance/design parameters are

usually made (1:24).

Engineered Cost Method

Estimations made by this method are based on an extensive know-

ledge of the system characteristics, requiring the cost analyst to have a

detailed knowledge of the system, the production processes, and the

production organization. A total project cost estimate is obtained by

consolidating estimates from the various separate work segments (15:7.5).

7



If detailed cost data is available, the engineered cost method is

preferred for making cost estimations (15:7.6). However, the required cost

detail is not usually available early in the development process, particularly

for DoD procurements, making this approach difficult to apply (15:7.5).

Commonly, by the time detailed information is at hand many decisions have

already been made and the choice among various initial alternative systems

has been reduced to only a few (11:5-8). In addition, the engineered cost

method is generally more costly and time consuming than other cost

estimating techniques. One major defense firm has indicated that use of

this method for estimating only airframe costs requires more than 4,000

separate estimates (15:7.6).

Parametric Cost Estimating

When applying parametric cost estimating techniques, the cost of a

new item is based on physical and performance characteristics as well as

costs of previously procured items (7:6). Through curve-fitting techniques,

system cost is related to a combination of system parameters, such as

physical dimensions, weight, maximum speed, etc. The relationships estab-

lished, in the form of mathematical equations, are referred to as cost

estimating relationships (CERs), which can be quite simple or very complex.

Normally, the dependent variable in a CER is a cost element, such as

engineering labor hours, while the independent variables are system para-

meters. CERs have been developed to reflect RDT&E, production, and/or

operating and support (O&S) costs. They can be applied to individual

segments of these costs or can reflect a composite of them all which results

in a total system cost (11:5-6).



If detailed cost data is not available, parametric cost estimating is

preferred over other methods for at least three reasons: (1) CERs can be

developed and used early in the preliminary design stages of RDT&E to

study the effects of varying parameters on system cost, thus allowing cost

comparisions of different alternative designs; (2) the relationships developed

can be used to obtain preliminary cost estimates before the details of design

or O&S concepts are certain; (3) they require less input data than engineered

models and can be more easily used for sensitivity or parametric analysis

(1:26).

DoD is currently emphasizing the utilization of design to cost (DTC)

techniques in all major weapon system acquisition programs. DTC calls for

establishing weapon system cost parameters that can be translated into

"design to" requirements. All R&D, production, and operating costs are

directed to be principal design considerations. The focus is on practical

trade offs weighing costs against system capability and program schedule

requirements (16:2).

Of the three cost estimating techniques previously described, para-

metric cost estimating best lends itself to the implementation of DTC and

its inherent trade offs between cost and physical/performance charac-

teristics of a weapon system. In order for DTC to be effectively applied, it

must be utilized early and throughout a development program. Early

utilization of the engineered cost method is usually not possible due to the

requirement for detailed cost data not yet available. The analogy method is

also inappropriate for DTC application since the analogy models do not

normally relate costs directly to performance and design parameters.

9



The remainder of this chapter reviews studies designed to develop

parametric cost estimating models with emphasis on their application to

airframe RDT&E costs.

Model Review

PRC 547-A, April 1967

One of the early attempts at estimating airframe development and

production costs was undertaken by the Planning Research Corporation. The

primary objective of the study was to develop suitable techniques for use in

cost-effectiveness studies and evaluation of contractor proposals (14:vii).

The model, developed by use of multiple stepwise regression, consists

of three distinct cost elements: direct manufacturing labor, manufacturing

materials, and engineering and tooling (combined as one element). The

sample included forty-one aircraft, both propeller driven and turbojet,

dating as far back as 1940. The aircraft characteristics used as independent

variables were speed, weight, and functions of these (e.g., speed squared)

(14:11-2).

The cost estimating methodology involved deriving separate esti-

mating equations for each cost element at production units 10, 30, 100, and

300. These estimates are then used to derive cost-quantity curves to enable

cost estimation for any desired quantity (14:111-1). To illustrate, in order to

estimate the cost of manufacturing labor for aircraft unit 1, four separate

estimating equations were developed (one each for quantities 10, 30, 100,

and 300). The estimated cost for manufacturing labor (expressed in average

cost per airframe) is then plotted on logarithmic graph paper. A "best-fit"

straight line is then drawn through the four points and extended back to the

vertical axis to obtain an estimate of unit I (prototype) manufacturing labor

10



costs. Thus, twelve equations were developed, four for each cost element,

to derive three cost estimating curves.

The coefficients of determination (R 2) for the CERs derived f or

airframne unit 10 are listed below for each cost element:

Cost Element R_2

Manufacturing Direct Labor .8 172

Manufacturing Materials .8354

Tooling and Engineering .8028

Although the R2values appear significant it should be remembered

that these values apply only to the CERs developed for estimating the costs

of airframe unit 10. It should not be assumed that the same coefficient of

determination, an indication of regression line fit, is applicable to estimates

made of airframe units other than 10, such as one or two, which might be

prototype airframes. The study does not attempt to develop separate cost

equations for prototype and production costs. Instead, the curve-fitting

technique previously described results in "backing-in" to the cost of the

early airframe units, irregardless of whether the units are prototype or

production airframes.

One of the difficulties inherent in this study is the heterogeneity of

the sample used to derive the CERs. There is no attempt to stratify the

data according to aircraft type (cargo, fighter, attack, etc). The physical

and performance characteristics of the sample aircraft, as well as the

period of their development and production, differ widely.



Rand Studies

A number of studies relating to aircraft cost estimating relationships

have been performed by the Rand Corporation. Two of the Rand studies

which discuss airframe development costs are summarized in the following

paragraphs.

R-761-PR, December 1971. This report presents separate CERs for

the following cost elements pertaining to airframes: engineering, develop-

ment support, flight test operations, tooling, manufacturing labor, manufac-

turing material, and quality control, as well as a separate set of equations

for prototype development. The CERs are expressed as exponentialr

equations derived by multiple regression techniques which relate costs or

man-hours to aircraft physical and performance characteristics (9:1).I

The equations were derived from historical data on twenty-nine

post-World War 11 military aircraft, including cargo, tanker, fighter,

bomber, and training aircraft, that were produced in quantity for opera-

tional military use. Most of the aircraft are turbojet, with a few propeller

types included, and range in speed from low subsonic to Mach 2.2 (9:1). The

majority of the cost and hour data used as dependent variables were

obtained from the contractor. The aircraft physical and performance

parameters (independent variables) found to be most useful for explaining

variations in cost and man-hours are quantity, AMPR weight, and maximum

airspeed at optimum altitude.

Of the twenty-nine aircraft included in the data base, fourteen were

begun as prototype programs, with the remainder procured more or less

under the concurrency method. The equations derived for prototype

development (which approximates RDT&E) are:
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Prototype Engineering (Total hours)

E 8.634 A 57 6 S 8 5 6 Qp .960

R2 (unadjusted) = .65

Prototype Development Support (Total 1970 dollars)

D .065 A 3 6 6 S 2 . 2 6 7 Q .485
Dp =.6A S Qp

R2 (unadjusted) = .88

Prototype Tooling (Total hours)

Tp = 57.335 A* 4 6 6 S 63 3 Qp .482

R 2(unadjusted) = .60

Prototype Manufacturing (Total hours)

Lp = .3019A 1 1 18 *4 10 Q 1.366

R 2 (unadjusted) = .98

Prototype Material (Total 1970 dollars)

M 1.5 A .585 S 1.213 Q 622

R2 (unadjusted) = .64

Where A = AMPR weight (Ib),

S = maximum speed (knots) at best altitude,

Qp= protoype quantity (9:29)
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Separate relationships were not derived for flight test costs or

quality control costs relating to the RDT&E phase in this report. Addition-

ally, CERs for manufacturing cost data were developed from the entire data

set, including the concurrent procurements, and were not derived for the

sole purpose of estimating prototype airframe costs.

This model received criticism from its users because of two per-

ceived shortcomings: (1) the only two major explanatory variables were

weight and speed; and (2) all aircraft were lumped together rather than

treated as classes (e.g., fighter, attack, cargo, etc.). As a result of thisp

criticism, Rand initiated a study in 1976 to produce a new estimating model.

R-1693-1-PA&E, February 1976. This study was sponsored by the

Office of the Assistant Secretary of Defense as part of a research program

focused on improved methods of estimating the development, procurement,

and operating costs of new weapon systems. Generalized equations are

presented for estimating development and production costs of aircraft,

again primarily on the basis of weight and speed. A separate equation is

provided for estimating prototype aircraft development costs.

Initially, 16 aircraft (including such antiquities as the B-47, F3D,

F-84, F-86, and F-89) were used to derive prototype airframe estimating

equations for each major cost element. The results were very poor

statistically and it appeared that the equations were not reliable (8:50).

The six oldest aircraft were deleted from the sample and a second

attempt was made at deriving a reliable estimating equation for each major

cost element. As shown in the following table, the results were again

statistically poor (8:50).
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Independent Variable

Weight Speed Quantity

Cost Element R2  T-Ratio LS* T-Ratio LS T-Ratio LS

Engineering Hours .166 1.027 .66 .118 .09 ... ...

Tooling Hours .404 1.561 .84 -. 334 .25 ... ...

Manufacturing Hours .590 3.175 .98 --- --- .62 .45

Manufacturing Material .356 .793 .55 --- 1.914 .90

Flight-test Cost .189 .829 .57 1.274 .76 ... ...

*Level of significance

An equation was then derived by combining the individual cost

elements and dealing with total prototype program cost. The following

equation was obtained:

TC = 1115.4 (wt) '3 5 (N) .9 9

R =.75

F = 10.4

Where TCp = total prototype program cost (1973 $)

wt = airframe unit weight (lb.)

N = number of prototypes

The problem with estimating prototype development costs, according

to the report, is that there is little homogeneity among prototype programs

(8:49). The samples used in this study were not limited to aircraft developed

under a fly-before-buy concept. According to the authors,

The problem is one of definition and of sample size. If we
define a prototype program as one in which the first lot
consists of 3 aircraft or less, we clearly will include programs
in which preproduction costs are incurred in the first lot. If
we define a prototype program as one in which no thought
whatsoever is given to production consderations, our sample
will dwindle to a very few aircraft... D:4§.
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Although the equation developed to estimate total prototype program

cost appears to approximate the cost of current prototype programs fairly

well, " ... this is clearly an area in which further research is required (8:51 "

Thus, no attempt was made to group the aircraft by type (attack,

fighters, cargo, etc) when developing the prototype airframe cost equations.

However, the study did explore stratification when developing CERs for cost

elements other than prototype program costs. This attempt at grouping by

type did not yield satisfactory statistical results.

FR- 103-USN, September 1973

This report was prepared by J. Watson Noah Associates, Inc., for the

Chief of Naval Operations, USN. The contract was originally awarded to

examine aircraft R&D costs, and to derive CERs for their estimation.

However, it became apparent very early in the effort that historical R&D

costs would be very difficult to isolate with a significant degree of

certainty. It was therefore decided that both R&D and production costs

should be examined (12:iii).

The data base consisted of historical costs and characteristics of

thirty-five airframes. Airframe costs were aggregated to include engin-

eering, tooling and manufacturing labor, and materials costs (12:v0.

Although no attempt was made to develop separate equations for airframe

RDT&E costs, the costs were divided into non-recurring and recurring costs.

The non-recurring costs include much of what is commonly referred to as

RDT&E costs and encompass the following costs:

1. Preliminary design effort for translating concepts and require-

ments into specifications as well as for modifications of existing

systems.
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2. Design engineering entailing the specification and preparation of

the original set of detailed drawings for new systems as well as

for major modifications of existing systems.

3. Tests, test spares, and mock ups regardless of when they occur

during the program life.

4. All tooling, manufacturing, and procurement costs specifically

incurred while performing development or tests, except for the

manufacture of complete units during the development program.

.5. The initial tools and all duplicate tools produced to permit the

designed production rate for a program.

6. Training of service instructor personnel.

7. Initial technical data and manuals preparation (12:22, 23).

The CERs were developed by using multiple regression analysis and

involved three major steps. First, a large number of variables in different

combinations and functional forms were screened. An examination of

conventional regression statistics (t-ratios, R 2, standard errors of estimate,

etc.) resulted in the elimination of several candidate variables. The

preferred CER was then developed and a prediction interval was computed.

As a form of validation, the equation was used to predict known costs (based

on known characteristics) for one or more aircraft which had been tempor-

arily excluded from the data base. Provided these results proved satis-

factory, all of the observations were included in the CER development and

the coefficients were re-estimated (12:44, 4.5).
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Screening of candidate variables which might drive airframe

non-recurring costs resulted in selection of the following:

5 Maximum speed

A = AMPR weight

R Ratio of gross take off weight to AMPR weight

T Technology index

C = Complexity dummy

The technology index variable was included to help explain the

evolutionary materials changes which have occurred in airframe manu-

facturing. The complexity dummy was included because the CERs devel-

oped seriously underestimated the costs of four aircraft (F-102, F-106,

B-58, and F-ill). The use of the dummy variable was justified for these

aircraft on the basis that each had a major mission or performance

parameter which required significantly new and complex technology (12:47,

48).

Regression analysis resulted in the following CER for predicting

non-recurring airframe costs (12.66):

Cost -5.3945 + .00663S +- .05138T - 1.407 1R + 6.74926 C

N =32

R .847

No attempt was made to develop separate CERs for each element of

airframe non-recurring total costs. The study did not address grouping the

aircraft by type; instead, the entire sample was used to develop each CER.
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Modular Life Cycle Cost Model (MLCCM), January 1980

This model was initially completed by Grumman Aerospace Corpor-

ation in October, 1976. The 1980 version is essentially the same except the

model has been updated to include the most current data available.

The MLCCM is one of the most complete models yet developed with

regard to the number and type of cost elements included. The model can be

used to estimate airframe, engine, and avionics costs in the RDT&E,

production, and O&S phases. Additionally, CERs are available for each

aircraft type (fighter, attack, and cargo) for the production and O&S

portions of this model.

The data base consists of cost elements and performance/physical

characteristics from sixteen different aircraft, including such recent pro-

curements as the F-15 and F-16. The cost elements used as dependent

variables for the airframe RDT&E phase include: engineering labor, tooling

labor, manufacturing and quality control (Q.C.) labor, manufacturing

materials, and other direct charges. The following parameters are ident-

ified as major RDT&E airframe cost drivers and are used as the dependent

variables: ultimate load factor (NZULT), maximum mach number

(MAXMACH), total wetted area (TWTAREA), maximum takeoff gross

weight (TOGWMAX), and number of prototype aircraft (PROTO) in the first

buy (13:59-62). Both the dependent and independent variables are defined in

Chapter 3 of this thesis.

Using regression analysis, the following CERs for airframe RDT&E

costs were developed from a data base of 16 aircraft, including 8 fighters, 4

cargo, and 4 attack, all in the "A" configuration:
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I. Total Engineering Labor (Manhours)

4.7561 (PROTO) 1 2 7 1  (NZULT) 1.7218 (MAXMACH) "3 9 8 5 6

(TWTAREA)
1. 2 5 8 8

2. Total Tooling Labor (Manhours)

= 7.6038 (PROTO) "3 2 2 0 1  (NZULT) 1.2 2 3 4  (MAXMACH) "3 4 4 98

(TWTAREA) 
1.2 1 3 7

3. Total Other Direct Changes (1975 $)

= (24.265 X l0 "6) (PROTO) "4 8 2 6 8 (NZULT) 1 "7 0 8 7 (MAXMACH) "5 16 1

(TWTAREA)
1 .2877

4. First Airframe, Manufacturing Materials (1975 $)

= (91.699 X 10-6) (PROTO) 1 3 4 2 9 (NZULT) 1 0 6 2 3 (MAXMACH) 4 1 6 1 2

(TOGWMAX)
"8 3 6 2 1

5. First Airframe, Manufacturing and Q.C. Labor (1975 $)

= (672.54 X 10- ') (PROTO) "08 4 6 (NZULT) "8 19 7 2 (MAXMACH) "9 9 8 2 9

(TOGWMAX)
"8 0 0 2 9

(13:60, 61)

Grumman did not include values for the coefficient of determination

(R2) in the report. Thus, it is difficult to determine how much of the

variation in airframe RDT&E costs is explained by the parameters chosen as

independent variables. Although the aircraft were stratified according to

type for estimating the production and O&S costs, this was not done for the

RDT&E phase. No rationale was presented that explained why the aircraft

were not grouped by type when dealing with airframe RDT&E costs.
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Summary

Five studies designed to develop parametric cost estimating models

which accurately predict airframe costs have been discussed. The models

described were developed as long ago as 1967 and as recently as 1976, with

updates as recent as 1980. Each of the models addresses airframe RDT&E

costs in varying degrees of detail. AUt of the models were developed by use

of a multiple stepwise regression using data bases of varying sizes, including

aircraft of late and early vintage. For all but the Grumman MLCCM, the

primary airframe RDT&E cost drivers were identified as being only speed

and weight. None of the studies grouped the aircraft by type (fighter,

cargo, attack) when developing the CERs pertaining to airframe RDT&E

costs.

Cost estimating relationships are used not only to estimate cost

elements, but also to make cost comparisons between various alternative

system designs through sensitivity analysis. The identification and inclusion

of a greater number of cost drivers as independent variables makes sensi-

tivity analysis a more viable tool when choosing between design altern-

atives. For example, alternative A may call for a design ultimate load

factor of 11 g's while alternative B may require an ultimate load factor of 9

g's. If ultimate load factor is indeed a major cost driver ( and thus an

independent variable in the CER) then a cost performance trade-off analysis

is possible using the CER. However, if the alternatives being compared do

not have significant differences in weight (and weight and speed are the only

independent variables) then a cost/performance trade-off analysis is not as

easily performed.
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The data base used in each study was very heterogenous in nature.

That is, all aircraft are lumped together regardless of type as well as their

period of development and production (the aircraft included in the Grumman

MLCCM are more recent procurements). This heterogeneity makes the task

of developing statistically strong CERs a difficult one.

This thesis focuses on grouping the aircraft by type when developing

airframe RDT&E CERs. Chapter I1 contains the methodology of this thesis,

including treatment of the data base, as well as the statistical methods used

in the analysis.
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CHAPTER III

METHODOLOGY

Basic Methodology

This section constructs the logical flow of tasks that must be

accomplished to test the stated hypotheses that 1) a unique CER exists for

each type of aircraft airframe for the RDT&E phase of the acquisition

process, and 2) the unique CERs provide more accurate cost estimates than

a single generalized CER. The data was researched and collected for each

type of aircraft, but only for the "A" configuration of that aircraft. Some

cost models have included the "A" configuration plus subsequent configura-

tions, which provides for a larger data base but also skews the analysis

towards those aircraft with more than the basic configuration involved in

the data base. This practice can also significantly underestimate develop-

ment time in terms of engineering hours, labor hours, and other direct costs.

The data was then analyzed with the aid of factor analysis. The character-

istics shown to be correlated by factor analysis indicate whether the

different types of aircraft airframes should be regressed together or

separately -o obtain the regression equation. Based upon the results of the

factor analysis, the variables were regre -d using a step-wise regression.

Prior to the regression analysis the variable. Pere converted to logarithms

to provide the optimum log-linear relationship. The first series of regres-

sions were run without considerng the possibility of multi-collinearity, and

the resulting F-value was compared to the base model. Subsequent
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regressions were accomplished considering multi-colineararity and

attempted to remove it by using interaction terms or by eliminating those

variables that are highly correlated to variables already in the regression

equation. The results of this thesis methodology were evaluated by

comparing the F values and beta coefficients" of both the thesis generated

model and the base model. Additionally, tests were performed on the beta

coefficients to determine the significance for all resulting regressions and

the base model. The analysis also developed confidence intervals for all

beta coefficients to explore the possibilit>yN the beta value existing- ;thin

the same significant range of values developed by the different models.

Data Base

Data are the key ingredients in any analysis. Accurate data ire

essential in the development of any model because the CERs are a direct

reflection of the input parameters. The process of collecting data for cost

analysis has been a difficult path to follow since most contracts fail to

procure and document the detailed data necessary to conduct an analytical

study. To further complicate the data collection, accounting practices

differ from company to company, and even differ in the same company over

a period of years. Additionally, strict definitions of terminology and

methods of data collection must be used to ensure compatible data files.

The initial consideration for selection of data is that the data must

logically be a determinate of what is estimated. Therefore, data used to

estimate RDT&E costs for airframes should be factors of the structural

complexity of aircraft design. Rand supports this logic somewhat in the

selection of their model's independent variables, weight and speed, which
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are indicators of the structural design features of the aircraft. Further-

more, independent structural design engineers indicate that any airframe

cost (RDT&E or Production) is driven by the performance, size and weight

of the particular aircraft (4, 6). Grijmman supports this logic in the

development of their own cost model by developing CERs that use perform-

ance, size and weight as leading design parameters in estimating airframe

costs.

The number of prototypes logically reflect the number of RDT&E

manhours spent on tooling and manufacturing, and the dollars spent on

RDT&E manufacturing materials. Additionally, the number of prototypes

logically indicate the level of manufacturing facilities utilized in the initial

production of an airframe assembly (4, 6).

The data used to develop this thesis were collected by Air Force

Flight Dynamics Laboratory (FXB) over a period of several months from

various sources, and were cross-checked by FXB with other sources to

ensure accuracy and authenticity. Additionally, the Aeronautical System

Division Comptroller's office provided further assurance of the data

accuracy. The data utilized is a subset of that provided to Grumman

Areospace Corporation and therefore provides an excellent standard for

comparing study findings. The subset used pertains solely to aircraft

airframes, whereas the Grumman study entailed a study of the total aircraft

including avionics, engines, and aircraft structure. The following are

definitions of the design parameters utilized by Grumman and this thesis for

development of airframe structural CERs.
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Independent Variables:

1.NZULT - Ultimate Load Range: 3.75 to 12.75 (Number)

Factor that indicates the environment in which the airframe will
operate; a reflection of g-level necessary for operational effi-
ciency. A high number indicates g-loads encountered by fighters
and attack aircraft; whereas, a low number indicates the envir-
onment that is encountered by a cargo aircraft.

2. MAXMACH - Maximum Mach Range: 0.54 to 2.30 (Ratio)

Maxmach ratio relates the speed of the aircraft to the speed of
sound. Additionally, it indicates increasing structural com-
plexity which accompanies the high power levels and subsystem
complexity necessary to achieve supersonic flight.

3. TWTAREA - Total Wetted Area Range: 1200 to 32,900 (FT 2)

Total wetted area relates to parasite drag, which in turn is a
measure of the thrust required to attain a given mach number
which relates to airframe strength. TWTAREA also directly
measures the size of the airframe.

4. TOGMAX - Maximum Takeoff Gross Weight Range: 24,500 to
764,000 (LB).

Airframe weight relates to the cost of material and the labor to
put it in place as well as the maximum takeoff gross weight.

5. PROTO - Number of Prototype Aircraft Range: 2 to 42
Number in first buy

Proto is simply the number of aircraft purchased under the
research and design phase of the program. It significantly
influences tooling, engineering, and manufacturing labor (10:62).

Dependent Variables:

1.ENG - Engineering Labor

Includes all direct and overtime labor charges except premium
pay, including off -site labor where applicable plus the systems
engineering and program management required to design and
analyze the airframe and provide liason for its construction.

2. TOOL - Tooling Labor

Includes all direct and overtime labor charges except premium
pay, including off -site labor where applicable, to provide tools to
manufacture the airframe.
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3. MANF - Manufacturing Hours

Includes all direct and overtime labor charges except premium
pay, including off-site labor where applicable to manufacture of
airframe.

4. MANMAT - Manufacturing Materials

Includes material to manufacture the airframes plus mnanufac-
turing and quality control, travel, relocation and premium pay;
procured materials under termination; shipping charges; insur-
ance on aircraft; applicable Government Furnished Equipment
and Contractor Furnished Equipment material; and miscellaneous
charges.

5. ODC - Other Direct Changes

Includes Special Test Equipment; tooling materials; travel, relo-
cation and premium pay for engineering and tooling labor.
(10:60)

The data consists of independent and dependent variables gathered on

16 aircraft: 4 attack, 4 cargo, and 8 fighters. A complete listing of the

data can be found in Appendix A.

Statistical Procedures

The procedures utilized during this research will be factor analysis

and regression analysis. The following is a brief description of these

analyses and the statistical implications.

Factor Analysis

Factor analysis is a multivariate technique to reduce a number of

variables to a few interpretable constructs. Factor analysis is used

primarily for grouping data on a statistical basis and empirical clustering of

observations. Simply stated, factor analysis develops a few constructs for

the total set of observed variables based on interrelationships. None of the

variables are treated differently from the others, as c -'_ sed to multiple

27



regression, in which one variable is considered the criterion (dependent)

variable and all others the predictor (independent) variables. Factor

analysis considers each of the observed variables as a dependent variable

which is a function (construct) of some underlying, latent, and hypothetical

factors. Conversely, each factor can be looked at as the dependent variable

which is a function of the observed variables.

Factor analysis has some basic concepts and terminology. A factor is

a linear combination of the observed variables. In other words,

F-=a Ix I+a 2 x2 + a3 x3 + ... +a nxn

In this logic, the factor equates to the dependent variable (y) in

multiple regression. The primary difference between factor analysis and

multiple regression is that the total observed variables are grouped in a

manner such that more than one factor is derived. Therefore, the following

relationship may be developed using factor analysis

F I-a 1 1x I + a2 1 x2 + a31 x3

F 2 a 42 4 +a52 5

F3  a 63 x6 +a 73 x7

The above analysis develops a three factor relationship derived by

using seven variables. The first factor consists of three variables Nx19 x2,

x 3), the second (x4, x5) and the third (x6, x7 ). The important point to

remember is that each factor has coefficients for all seven variables in the

analysis but the coefficients may be zero or close to zero. Factor analysis

also provides a predicted score, similar to a regression analysis estimate (y),

for each individual factor developed, which is called a factor score. There-

fore,

F -=a Ix I i + a2 x2 i +.+.a nx ni
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Thus, a primary difference between regression and factor analysis is

that each observation will be assigned as many factor scores as there are

factors and not just one score. The factor scores are summarized in a

factor scores matrix for each sample (analysis). The factor score is

correlated with the observed score for each variable, and summarized in a

factor loadings matrix. Factor loading can be described as the correlation

between the scores. If there are n variables and r factors, there will be a

total of (n x r) factor loadings.

There are three useful techniques to describe the relationship repre-

sented by a factor loadings matrix. The first is the eigenvalue, which is

mathematically identical to R 2 used in multiple regression. To obtain the

eigenvalue, square the loadings of each factor and sum to get a "sum of

squares" for each factor. Each eigenvalue summarizes a fraction of total

variance. In order to obtain the variance explained by a particular factor,

its corresponding factor score sum of square must be divided by the number

of factors developed by the analysis. As an example, if the sum of squares

equal 2.68 for factor number 3, and there are six factors in the factor

loadings matrix, the variance explained by factor 3 would be 2.68/6 = .447 or

44.7% of the total variance is explained by this factor. The second

technique is called communality (h 2), which represents the variance of each

variable summarized by two factors. Simply stated communality is the

percentage of total variance which is summarized in common factors. Com-

mon factors are those factors which are shared by at least two variables.

All other factors are call unique factors. The third technique involves

correlation prediction. Each factor loading represents a correlation

between a variable and a factor. Therefore, the predicted correlation
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between two variables can be generated by multiplying their factor loadings

on each factor and summing. As an example, if .68 and .59 are the factor

loadings for the first factor, variables one and two, and .28 and .32 are the

factor loadings for the second factor, variables one and two, then the

correlation between variable one and two would equal (.68 x .59) + (.28 X

.32) =.49.

Factor analysis is a multivariate statistical technique which can be

described as a set of techniques. It is intended that the preceeding pages

merely describe the basis of the procedures to be used in this thesis. Factor

analysis is utilized to justify the development of separate cost equations for

the airframes of fighters, attack and cargo. Conducting factor analysis on

the performance characteristics of the airframe should result in a grouping

of factors that correlate with at least two definite groups, fighter and I
cargo. If the above stated hypothesis can be statistically supported, then

the development of a cost estimating equation for each different type of

airframe during the RDT&E phase of an acquisition would appear justified.

Additionally, if attack airframes do not appear statistically different from

the fighter airframes, then one general equation can be developed for both

types.- Following -the factor analysis portion of the research, the data is

regressed to develop CERs for each dependent variable based on the factor

loading groupings.

Regression Analysis

The regression procedure utilized in this thesis is a linear multiple

regression. This means that the relationship between y (the dependent

variable) and each one of the independent variables is linear when expressed

in logarithms. Assuming linearity, and letting B 0 (Beta) equal the
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y-intercept, B1I equal the slope of the relationship between y and x1, B 2

equal the slope between y and x 2 and so forth, until the list of independent

variables is exhausted (represented by Bi xm ), plus an error term (e), yields

the resulting regression equation:

Y = c +B Ix 1 + B 2 x2 i +B m xmi +e i

The coefficients B,, B, . . . B are called partial regression coefficients,21 n

since they indicate the influence of each independent variable on y with the

influence of all other variables held constant.

There are seven important assumptions when using multiple regres-

sion. They are:

Assumption 1. The e. are all independent of each of the m indepen-
dent variables.

Assumption 2. The errors for all possible sets of given values x
X 1"XMare normally distributed.

Assumptio possile sxectsd ofgvevalue s. h rrri er o l
Assumption os.iThe exected ofgvle ofate erri.er o l

Assumption 4. The variance of the errors is constant for all possible
sets of given values.

Assumption 5. Any two errors e. and e. are independent, therefore,
the covariance is 6zro.1

Assumption 6. None of the independent variables is an exact linear
combination of the other independent variables.

Assumption 7. The number of observations (n) must exceed the
number of independent variables (in) by at least two
(i.e., n -mn+2) 5:411, 412 .

The procedures used in this thesis consist of log-linear step-wise

regression. A statistical text book will provide a more detailed explanation

of the regression procedures and statistical testing. However, the most

important aspect of regression analysis testing which is pertinent to this

thesis is explained. In order to understand regression and the testing for
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significance the following concepts must be understood: the sum of square

total (SST or total variation) is equal to the sum of square error (SSE or

unexplained variation) plus the sum of square regression (SSR or explained

variation). This can be written as:

SST = SSE + SSR

n n nE (Yi "-2 (Yi- ) d + iy )

i=Ii- i= I

Where:

y the average value for y

Yi = the actual value for the i th observation

A th
Yi = the predicted value to the i observation

This relationship provides the basis for testing for the significance of the

regression equation. The statistical tests used in this thesis are defined

below. These tests indicate the "goodness of fit" of the model and establish

relative error bounds on predictions.

Mean Squared Error (MSE) is an unbiased estimator of the model's

variance, and is obtained by dividing SSE by the degrees of freedom.
n 2 SSE

MSE -- ( -Yi - n-ki= I
n-k

Where:

Yi = dependent variable

A
Yi = regression estimate for y

n = number of observations

k = number of independent variables

k+1 = number of parameters estimated

SSE = sum of squares error.
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A small mean squared error is desired and is indicative of a good

estimate for y and a small degree of error. This can also be stated as such:

a small MSE indicates that a significant portion of the variance between yi

and Yi is explained by the regression equation.

The Coefficient of Determination (R 2) measures how well the explan-

atory variables account for the variations in the actual cost data. The

coefficient R 2 measures the proportion of total variance about the mean of

y that is explained by the regression.

n A 2'r (Yi - i)

R 2  1 i=1 SSE SSR-- in - S- - SST
n 2 _)) (Yi - )
i= I

Where:

Yi = dependent variable

A
Yi = regression estimate of yi

y mean of dependent variable

SSR = sum of squares regression.

SST = sum of squares total

Ideally, the coefficient of determination can be written as:

R 2 = Explained Variance

Total Variance

The value of R 2 lies between zero and one and can be directly

converted to the coefficient of correlation by taking the square-root of the

value. This thesis uses R 2 since its interpretation can be better utilized

than can the coefficient of correlation.
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Another useful statistic is Students' t, which is used to determine the

significance of an individual parameter, and is used in computing the

confidence intervals and prediction intervals.

To test the significance of an individual coefficient (Bi) in the

regression equation, a test is used which is similar to that for the slope in

simple linear regression. The null hypothesis, H : Bi = 0 ,neans that the

variable x. has no linear relationship with y, holding the effect of the other
i

independent variables constant. The best linear unbiased estimate of Bi is

the sample partial regression coefficient b . Under the assumption that the

error is normally distributed, the test for the null hypothesis follows the

t-distribution with n - (k + 1) degrees of freedom

H0: i  0

Then:

=b~ - 0

Sbi

Where:

Ho = Null hypothesis

Bi = Coefficient of the regression equation

b. = Sample partial regression coefficient

Sbi = The amount of sampling error in the regression coeffi-

cient b; which can be written as:

SSE n
bi =n kil) "n

(xi - -) 2
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Where:

SSE sum of squares error

n = number of observations

k+l = number of parameters estimated

k = number of independent variables

x. = independent variable

= mean of independent variables

When the generated value for t exceeds the critical value of t

(determined from a t-distribution table), then the null hypothesis of no

significance is rejected.

To construct a confidence interval for Bi, the equation below is used.

bi - t (a/2, n-2) Sbi t. Bt bi + t (a/2, n-2) Sbi

Where:

a = level of significance

a/2 = one half of the significance level (two-tailed

test)

The t statistic is used to construct a confidence interval around the

regression coefficients for comparison with the regression coefficients of

the base model, and then to test for signficance using the base model as the

null (Ho) hypothesis. This test can only be utilized for those portions of the

regression equation that are similiar. If the regression equations differ not

only in terms of B coefficients but also in terms of independent variables

the F-test is used to compare the two models. In fact, model x will not be

directly compared to model y but will be compared to the same basic

hypothesis (H ). This type of comparision will result in the comparison of
02

the model by standarized statistical measures such as R and the F-ratio.
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The F-test is based upon the common null hypothesis that there is not

a linear relationship at all in the population, i.e., that all B values are equal

to zero.

H Bo  - B 2  ... Bm

If this hypothesis were true SSE would be large and SSR would be

small. In order to obtain the F-ratio, the values for SSE and SSR are divided

by their relative degree of freedom (d.f.). The resulting ratios are called

the mean-square regression (MSR) and the mean-square error (MSE); the

ratio of MSR to MSE follows the F-distribution and is the F(CALC) value.

The degrees of freedom associated with SSE is n-(k+l), because (k+1)

parameters are being estimated. The degree of freedom for SSR is the

number of independent variables. Therefore the appropriate statistical

measurement to test the null hypothesis is the ratio of MSR to MSE, which

follows the F-distribution with appropriate degrees of freedom (Figure 1).

Therefore, the H ° = BI = B2  .... Bm = 0 is tested by:

F SSR/k MSR
CALC = SSE/(n-k+l) MSE

To determine the significance of an individual coefficient (B1), the

t-test should be applied (assuming the error is normally distributed). This

statistic is part of the computer output and verifies the significance of the

coefficient. Additionally, the F-test is used to test the null hypothesis (no

linear relationship) at the levels of signficance of 0.05 and 0.01. These

results of the thesis generated model are then compared to the base model in

an attempt to determine the relative accuracy and confidence in the

regression equations.
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The F-Distribution

Figure 1
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Summary

This section provides the basic statistical background required to

comprehend the analytical results presented in the following chapter-

Chapter IV presents analysis of the data. The data analysis starts with a

review of the data to determine whether the independent variables are

logical estimators (cost drivers) of the dependent variables. Upon comple-

tion of the data review, the results and findings of the factor analysis are

presented. The results are then used as inputs for the subsequent regression

analysis. Once the regression results are examined, the equations are

compared to the base model in order to deter-nine which model more

accurately estimates airframe RDT&E costs.
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CHAPTER IV

ANALYSIS

The analysis in this chapter is presented in five distinct phases.

First, the expected logical parametric relationships are developed for each

dependent variable. Second, the airframe type groupings are developed

based upon the results of the factor analysis. Third, the resulting airframe

type groupings are regressed using both the dependent and independent

variables for each group. Fourth, the expected logical parametric relation-

ships are compared to the regression equations. Finally, the results of this

regression are compared to the base model (Grumman MLCCM, 1980).

Parametric Relationships

Logical relationships between the dependent and independent var-

iables must be developed to provide a basis for comparision to the

subsequently developed regression equations before any analysis is accom-

plished. Development of these relationships serves several purposes. First,

the development process serves as a crosscheck of the independent variables

relationship with the dependent variables. Statistically, it is possible to

have a good apparent predictor (independent variable) that is totally

unrelated to what it accurately predicts (dependent variables). Therefore,

the development of the logical relationship serves as a filtering process,

eliminating those variables that are unrelated and retaining those variables

that are logically related to the variable being estimated. Secondly, the

relationships can be used as a basis of support for the subsequent regression
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equations. And finally, the development process serves as an instrument to

support the validity of the analysis.

The major assumption contained in our parametric relationship

analysis is that the variables defined by the base model are in fact cost

drivers of the dependent variables. Based upon this assumption, the

hypothesized order of entrance and relative importance of the independent

variables are discussed in the followi:-g paragraphs, with the anticipated

parametric relationship logically developed for each cost element.

The logical relationships presented below are for each of the depen-

dent variables with each independent variable. It should be noted that the

independent variables are listed in the order of expected influence on the

dependent variable. In the development of relationships, the first one or

two independent variables which enter the equation are expected to explain

the major portion of the dependent/independent variable relationship. The

order of entrance of the remaining three or four variables is exceedingly

difficult to estimate without performing a statistical measure of correlation

with the initial independent variables and the dependent variable (See

Chapter III). In general, we expect the value of the dependent variables

(measures of estimated airframe costs) to increase as the size, performance

or number of prototype increase.
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The variables are:

Independent Dependent

NZULT - Ultimate Load Factor ENG - Engineering Hours

MAXMACH - Maximum Mach ODC - Other Direct Charges

TWTAREA - Total Wetted Area MANMAT - Manufacturing Materials

TOGWMAX - Total Takeoff Weight TOOL - Tooling Hours

PROTO - Number of Prototypes MANF - Manufacturing Hours

Before proceeding with the parametric relationships it is important

to review the definitions of both the independent and dependent variables

presented in Chapter 3.

Enxineering

Engineering relates to the direct and overtime labor hours required to

design and analyze the airframe and provide liaison for its construction. In

estimating this cost element it is logical to assume that three groups of

independent variables would dominate the estimated regression equations.

The three groups are represented by size (TOGWMAX and TWTAREA),

complexity (MAXMACH and NZULT), and the number of prototypes

(PROTO). One variable from each of these groups would logically enter the

estir;,ated regression equation before the second variable from either size or

complexity would enter the equation. This stated relationship forms a basic

rule for estimating the regression equations. However, this rule may be

overridden when a particular dependent variable appears heavily skewed

towards one of the groups. Based on this logic, the following represents the

hypothesized regression equation for engineering hours.

ENG = Function (TOGWMAX, PROTO, NZULT,

TWTAREA, MAXMACH).
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There is a possibility that the grouped variables representing size and

complexity are likely to exchange positions depending upon the correlation

with the dependent variable. However, in estimating the regression

equation f or Engineering the, rule pertaining to the groups appears to apply.

Therefore, the order of entraince of the first three independent variables is

likely to be one variable from each of the three groups since the engineering

dependent variable, by definition, is correlated to size, complexity, and the

number of prototypes.

Tooling

Tooling includes all direct and overtime labor charges, except pre-

mium pay, including off-site labor, to provide tools to manufacture the

airframe. The tooling equation is likely to enter only one independent

variable representing each of three dominant groups, before entering the

second variable from any of the dominant groups defined above. Logically,

tooling is signficantly correlated to the complexity and size of the airframe.

This logic dictates that a factor representing size and complexity must be

assigned the first and second positions in the estimated step-wise regression

equation. The following is a prediction of the expected step-wise re-

gression.

TOOL = Function (NZULT, TOGWMAX, PROTO,

MAXMACH, TWTAREA).

There is a possibility that the grouped variables representing size and

complexity are likely to exchange positions depending upon the correlation

with the dependent variable.
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Manufacturing and Quality Control

Manufacturing and Quality Control (QC) include all direct and over-

time labor charges except premium pay, including off-site labor to manu-

facture the airframe. By definition, manufacturing and QC are directly

related to the size and complexity of the airframe. In this case, the

significance of PROTO would only be great if the number of prototypes is

large. Therefore, it is expected that both variables from the groups

representing complexity and size would enter the step-wise regression

equation before PROTO.

The step-wise regression equation is expected to resemble the

following hypothesized equation.

MANF = Function (NZULT, TOGWMAX, MAXMACH,

TWTAREA, PROTO).

Again there is a possibility that the grouped variables can exchange

locations within the estimated equation depending upon correlation with the

dependent variable. Additionally, there is a possibility that the group

representing size could enter both independent variables, before the group

representing complexity, based upon correlation with manufacturing hours.

Manufacturing Materials

Manufacturing Materials includes the material used to manufacture

the airframe plus other miscellaneous charges such as: QC, travel,

relocation and premium pay, shipping charges, insurance, Government

Furnished Equipment (GFE), and Contractor Furnished Equipment (CFE).

Manufacturing materials is skewed towards the actual materials required to

assemble the airframe. Therefore, it is logical to expect that the dominant
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groups are the number of prototypes and size. It is highly possible that both

size variables can enter the step-wise regression equation before either

variable representing complexity. The following is the hypothesized

step-wise regression equation for manufacturing materials.

MANMAT = Function (PROTO, TOGWMAX, TWTAREA,

NZULT, MAXMACH).

Furthermore, there is a possibility that the members of the groups

may exchange places with each other in the hypothesized step-wise regres-

sion equation, or that one of the complexity variables can preceed one of

the -ize variables. However, it is highly unlikely that any variable can

displace the prototype variable.

Other Direct Charges

-Other direct charges (ODC) include Special Test Equipment (STE),

tooling materials, relocation and premium pay for engineering and tooling

labor. Other direct charges are significantly related to the number of

prototypes due to STE and other miscellaneous areas that arise during

prototype construction. Additionally, ODC is related to engineering and

tooling, so Ikgically ODC is dependent upon the most significant estimator

from engineering and tooling. The following is a hypothesized step-wise

regression equation for ODC.

ODC Function (PROTO, NZULT, TOGWMAX,

MAXMACH, TWTAREA).

Once again, there is a possibility that fluctuations may occur

between either the size and complexity groups, or between the variables
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within a group. However, it is unlikely that either group would place a

variable ahead of the prototype variable in the ODC equation.

Factor Analysis

The purpose of factor analysis is to reduce a number of variables to a

few interpretable constructs. The process described below is presented to

provide an understanding of how the groupings are developed for the

step-wise regession analysis.

The following analytical procedures are used: First the data are

prepared. The data used are the structural characteristics of the airframe:

1) TOGWMAX, 2) TWTAREA, 3) NZULT, and 4) MAXMACH. Data are used

for six different airframes within each airframe type.

Fighter Attack Cargo

F-4 A-3 C-2

F-6 A-4 C-130

F-14 A-5 C-133

F-15 A-6 C-135

F-16 A-7 C-141

F-102 A-10 C-5

Second, factor analysis is then performed on the data set, resulting

in constraints that are used to develop logical groupings by airframe type

for the step-wise regression. Third, the results are analyzed to determine

whether the whole data set (Fighter, Attack, and Cargo) or a subset of the

data set (Fighter alone, Attack alone, Cargo alone, or some combination) is

to be used for the step-wise regression.
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The initial factor analysis is run using the four structural design

variables for each airframe. The factor run results in four factors being

developed. Initial review of these factors shows that the first three factors

support a communality among the data. However, the fourth factor exhibits

a grouping of Fighter and Attack. This grouping is based upon the positive

factor loadings for TWTAREA, NZULT, and TOGWMAX, while the cargo

factor loadings tend to be negative (See Table 1).

Z19: FCTOR 1 F'CTOR 2 FACTOR 3 FACTOR 4
2211:
lT.'.z FT *ibll .949.9 .1259 .324
2229: FNZU .94516 -.31935 .54962 .04711
Z236: FMXM .5'793 -. 17676 .76219 .Z5106
2Z4: FTOG .2346 .27606 .91393 .39679
258 ATUT .947 .76 Z4Zt -.I I V3 .1766
Zi: AZU .9246 .171945 .37197 .9 :35
2'79-- AAXR .16817 .25,1 ".94998 .1679

.289: A70G .8997 .4269 -.506 .3#939
2292: CTWT .5712 -.05426 .36211 -.39787
23102 CZU .2962 .89575 -.19731 ".32512
2340: C"XN .53389 -.71369 .,7N2 .9t475
23: CTOG -.,7313 -.14591 .08667 -.97999
2339:

Table I

Initial Factor Loadings

Further analysis of the factor run centers on the eigenvalue,

communality (h2 ), and the correlation between a variable and a factor (these

techniques are presented in Chapter 3). Using the above table, the

correlation between variables and factors are obtained. As an example,

Fighter TWTAREA (FTWT) = .161 for Factor I and .94929 for Factor 2;
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likewise, Fighter NZULT (FNZU) = .94518 for Factor I and - .3095 for

Factor 2 and so on across the matrix. To obtain the correlation the formula

would be:

(FTWT Factor I X FNZU Factor 1) + (FTWT Factor 2 X

FNZU Factor 2) + (FTWT Factors X FNZU Factor 3) + (FTWT

Factor 4 X FNZU Factor 4)

Therefore:

(.161 X .945) + (.949 X .309) + (.113 X .049) + (.183 X .049) + (.183

X .047) = -. 127

Subsequent correlation generation is possible, but the overall result

is presented in Table 2. The table is read across rows; the first line is read

that Factor I is correlated to itself with a value of .80559. Factor 1 is

correlated to Factor 2 negatively (-.08452), to Factor three positively

(.46793), and to Factor 4 positively (.35345).

2410--

2420= FACTOR I FACTOR 2 FACTOR 3 FACTOR 4

24P rAC'OR 1 .8559 -. 9845Z .46753 .35345
2450: FACTOR ' .29493 .6750 -.3912 .65
246 : FACTOR 3 .46641 -.19452 -. 2#4q4 -. $323
2479s FACTOR 4 -.2!57 .4497 .76297 -.41196
24WaIlACT'R ANALYSIS *31262.S8. 14.42 .32.
1L9#=

Table 2

Factor Score of the Initial Factor Analysis
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The eigenvalues are presented in Table I1. The table is read across

the rows; therefore, FTWT on Factor I has an eigenvalue equal to 4.52772.

This eigenvalue is then divided by the number of factors presented in the

table, which is equal to 12 factors. This procedure indicates the percentage

of total variance explained by FTWT through Factor 1. By reading down the

cummuative percentage (CUM PCT) column it is apparent that only four

factors are required to explain 100% of the data's variance. This table

reinforces the fact that only four factors are presented in the Factor Matrix

presented in Table 3.

1SZ9= VARIABLE EST COMMUNALITY FACTOR EIGENVALUE PCT CUM PCTL

FTSL: TT 1,310" 1 4.53772 37.7 37.7
!W5: CNZU ;.0116 2 13.J21 25.3 6.I
i56#: FRXN 1.0006t 3 Z.25841 18.8 81.8
157#: FTO 1.001 4 1-8653 1.3 96.9
158: ATN7 1.99999 5 .377#4 3.1 !9.6
4599: AZU 1.#991§ # .5I9lI .I 199.5
16f: ARXM 1.9959 7 .99999 .9 In.#
161: ATO .W5l9 8 .19#99 .9 199#
1629: CTT .11199 9 .0ll9 . In.#
163: CZU 1.10111 #".9 - . I9.9
1649: CHR 1.Ul99 11 ",51995 -. 1N,.
1659: CTOO 1.9019 12 ",99if9 -,9 I".9
166sIFACTOR ANALT$SS 131226 14842.3,.
1670s

Table 3

Factor Matrix for the Initial Factor Analysis
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Communality is defined as the variance of each variable summarized

by two factors, or simply, the percentage of total variation explained by

common factors. The values for communality are presented in Table 4. The

table is read across the rows; as an example, the communality value for

FTWT is equal to .97332. This value expresses the fact that 97.332% of

FTWT variance is explained by other factors utilized in the factor analysis

run, or that FTWT only contributes 2.6% towards the 100% explained by the

combination of all variables. The communality table shows all variables to

have a communality of .90 or greater, which means that no single variable is

the primary determinant of a Factor (Quartimax Rotation).

193#:
1941: VARIALE URMiUNALLITY
1950=
1969: FTUT .97332
1970= 79N .99374
1989: FMXM .9699
1991 FTOG .95#47
29ff: AThT .976#5
21P ANZU .99997
2#2#z AMXM .99962
2039: ATOC .986#5
2940: C, 7 .9438#
W.: .91265
2;6#z CMXM .93 3,
Z374a C'C3' .99992

Table 4

Communality of the Initial Factor Analysis
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Further investigations are required to ascertain whether there really

exists a definite grouping of the fighter and attack airframe types. To

resolve this issue, several artificial variables were created for each air-

frame type. The first is TWTAREA divided by TOGWMAX, and is used to

represent a characteristic of the airframe size.

FF = Fighter TWTAREA i Fighter TOGWMAX

AA Attack TWTAREA o- Attack TOGWMAX

CC Cargo TWTAREA s. Cargo TOGWMAX

The second is NZULT multiplied by MAXMACH, and is used to

represent the performance and handling characteristics of the airframe.

FN = Fighter NZULT X Fighter MAXMACH

AN = Attack NZULT X Attack MAXMACH

CN = Cargo NZULT X Cargo MAXMACH

And finally, NZULT is divided by MAXMACH, and is used to

represent a ratio of g-load environment to maximum mach.

FM = Fighter NZULT t. Fighter MAXMACH

AM = Attack NZULT *-Attack MAXMACH

CM = Cargo NZULT o-Cargo MAXMACH

Three more factor analyses are run using these artificial variables.

The initial factor analysis run using FM, AM and CM results in only one

factor being developed. However, this one factor tends to show more

support for a fighter/cargo grouping, with both the values for CM and FM

positive (Table 5).

50



12702 FACTOR I

1282
1299: F .42392
1300: M -. 39671
131#z Cm .361#7
,3Zilz

Table 5

Factor Score of the Environment

In this particular case no correlations are developed because only one

Factor exists. However, the eigenvalues for this run are presented in

Table 6. Once again, the cumulative percentage is equal to 100, which

indicates that the variables are explaining the total variance among

themselves.

553:

56: VARIABLE MEAN STANOARD DEV CASES
579--
Set: rM 6.5.72 2.7336 6
59#: NM 8.615L 7.1115 6
60: 0, .M5.15 e.2517 6
61--1FATCR ANALYSIS I$1ZZSZ 15.34.U8.

Table 6

Factor Matrix of the Environment

The communality of these three artificial variables are presented in

Table 7. The table indicates that although 100% of variation is explained,



there is a possibility that significant differences exist for these three var-

iables. The differences are recognized by the fact that the communality

loadings are not extremely high (close to one), but are in the .60 to .80

range. Therefore, unexplained variance within the variables exists, and is

possibly explained by other variables or artificial variables (Quartimax

Rotation).

,069=
1070: VARiAELE COf!7UKAL!T;

:100: NM 7711255

Table 7

Cummunality of the Environment

The second factor analysis using FN, AN, and CN as the artificial

variables results in two factors being developed. Once again, factor one

tends to show a relationship for a fighter/cargo grouping. However, factor

two shows the opposite relationship, supporting a fighter/attack grouping

(Table 8).

1548::559: FACTOR I FACTOR 2

:570: -- .44647 .33338
9: A;I -. 157Z8 .8192

:!9: CS .71941 -.270;4

Table 8

Factor Score of Performance
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Correlation for the variables are developed from the above table and

result in a positive correlation between fighter and attack (.00413), a

negative correlation between cargo and attack (-.00124) and a negative

correlation between fighter and cargo (-.05). The correlations indicate that

there is little justification in grouping one airframe type with another.

The eigenvalues for this factor run are provided in Table 9. Again

the cumulative percentage is equal to 100, with CN contributing the final

10.2 %. In analyzing, the communalities for FN, AN, and CN it is apparent

that there is a relatively high communality between these three artificial

variables. Which means 80% to 93% of the variance is explained by the two

factors.

Z7#- VARIABLE EST COMMUNALITY FACTOR E.E.AL... PT CU? P:T

89#= FN 1.1fi06 1 1.65541 55.Z 55.2
5#0z AN 1.1iti Z :.03741 :4.6 89.8
910: CN 1.100 3 .307!8 11.2 1H.0
9Z,:F4CT'F ANA'TSS 03J22102 15,18,35.
931=

Table 9

Factor Matrix of Performance

The third factor analysis is run using FF, AA, and CC as the artificial

variables and results in two factors being generated. Factor one shows a

diverse range: AA highly positive, CC highly negative and FF approximately

equal to zero (Table 10). Therefore, factor one tends to show support for

three different groups, one for each one of the airframe types. Factor two

shows support for grouping attack and cargo airframes, with a high positive

factor loading for the fighters and extremely close negative factor loadings

for the attack and cargo airframes.
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FACTOR I FACTOA 2

1558a FF -.01679 .96485
1#56: AA .58936 -.16798
157P CC -. 56878 -. 13599

Table 10

Factor Score of Size

Correlations for the variables are developed from the above table and

result in positive correlation between fighter and attack (.00015), a negative

correlation between cargo and attack (-.008), and a negative correlation

between fighter and cargo (-.013). Again, the correlations indicate little

support for grouping the airframe types.

The eigenvalues and communalities for the FF, AA, and CC are

presented in Table II. In reading both tables, it is apparent that the two

factors that are developed explain a relatively high percentage of the

variation of the artificial variables, but again indicate that a portion of the

variation in each is not explained by either factor.

84:=
859: VAR:AELE ES' COMMUNALITT FACTOR EICENVALUE PCT CU PCT

87' .1 59.9 59.9
8P AA 1.01991 2 1.918#7 33.9 8.9
899: CC 1.99999 3 .48161 16.1 IN.9
90slFACTOR ANALYSIS 13/ZZl82 15.26.29.
910'

Table I I

Factor Matrix of Size
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Factor Analysis Summary

Factor analysis supports grouping by airframe type, and thus, a

separate CER for each airframe type must be developed. This conclusion is

drawn on the basis of the four previously analyzed factor analysis runs.

Each of the four runs indicate that there are fluctuations and variations

internal to the airframe types. This is apparent in the factor loadings,

where in one case the loadings would indicate a grouping and in another case

it would support the opposite grouping. However, the most important of the

decision criteria remains very consistent, that is the correlation between a

variable and a factor. In every case identified there exists a correlation

between the airframe types that is extremely close to zero. This overriding

criteria indicates that a separate CER for each airframe type should be

developed.

Regression Analysis

The regression procedures utilized in this chapter are identified in

Chapter Ill, except for one point of clarification. The regression process is a

multiple step-wise regression in lieu of merely a multiple regression. The

difference is extremely important for the process of analyzing the regres-

sion analysis results. Pure multiple regression generates the same results

(given the same data) as a step-wise regression. However, a step-wise

regression generates a table, identifying the order in which the variables

entered the regression equation. This is important in that the effects of

each independent variable can be analyzed as it enters the regression

equation.

The initial step-wise regression is accomplished using the same data

base as the base model; however, the second step-wise regression utilizes
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two artificial variables, TT and MXNZ. The artificial variable TT is

obtained by multiplying TOGWMAX by TWTAREA, and is used to represent

the overall size and weight of an airframe (square foot pounds). The

artificial variable MXNZ is obtained by mutliplying MAXMACH by NZULT,

and is used to represent the total flying environment created when flying a

high-g airframe at a high mach (synergistic effect of speed and load factor).

Initial Regression

The initial regression is accomplished using the data base identified

in Appendix A. The data base consists of all 16 aircraft (8 fighters, 4

attack, and 4 cargo) and is utilized for comparison with the base model. The

initial regression results in five equations being developed, one for each

dependent variable (Engineering, Other direct charges (ODC), Manufacturing

Materials, Manufacturing Labor, and Tooling). The following is the result of

the initial regression analysis.

The initial dependent variable that is regressed is ODC, and results in

the following regression equation being developed.

Ln(ODC) = -10.3184 + (.5661 Ln(PROTO)) + (.8483

Ln(TOGWMAX)) + (1.1559 Ln(NZULT)) + (.212 Ln(TWTAREA))

+ (.3503 Ln(MAXMACH))

The regression equation results in an R2 value equal to .889, which

means that the equation explains 88.9% of the variance of the ODC

dependent variable. The calculated F = 16.025, with 5 and 10 degrees of

freedom, and is significant to the .991 level of confidence. Additionally, the

beta values computed from the regression form the following confidence

intervals at the 95% confidence level (Table 12).
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2299s COEFFICIENTS AND CONFIDENCE NTERVALS.
2300t
2310: VARIABE a 95 PCT C.I.

2339z PROTO .5661 .Z545 .8776
2349: TOGMAX .8483 .2974 1.3992
235P: NZULT 1.1559 -.0072 2.3190
2366: TiTAREA .2140 -.1201 .5441
2379: fAXPACH .3503 -.2886 .9686
2389a CUNSTANT -30.3164 -17.4998 -3.:371
2390:

Table 12

Initial Regression Equation Summary (ODC)

The estimated values generated by the regression analysis result in a

regression line that predicts the actual values with a relatively high

accuracy. None of the predicted values differ from the actual values by

more than two standard deviations (Figure 2). In review of the residuals

presented in Figure 2, the majority of the estimated values are close to the

actual values with the exception of three outlying estimates (.4585 equals

one standard deviation).
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M7944 , MU L T P L R R E SS I C N 4 4 4 4
2760:

:730- RESIDUAL PLCT,

:34z T VALUE T EST. RESIDUAL -2S0 D.9 +SJ

228: 7.885 2.951 -.145 . I

2320= 2.476 2.254 .221 1
SL9= 2.575 4.419 -.834 . I

2350: 4.613 4.585 .628 I.

2861: 6 .28 5.775 .434 1

2979: 3,4; 3.307 .161 I

263=0 4,4: 4.577 .S3 1

2340: 4.Z6L 4.57 -.577 .

2969: 4.847 4.711 .135 £

29169 2.93! 2.888 .123 I

2926z: 5.371 5.211 .159
2936: 4.551 5.267 -.717 . I

Z40-- 5.391 5.131 .171 1

Z959: 5.165 4.965 .200 I

296#z 5.312 5.83 .229 1

297#z 5.961 5.623 .27 I

2989:
2?96 NOTE - (f) INDICATES ESTIMATE CALCULATED 4ITH MEANS SUBSTITUTED
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Figure 2

Residuals of the Initial Regression (ODC)

The second dependent variable to be regressed is manufacturing

materials, and results in the following equation being developed.

Ln(MANMAT) = -8.1001 + (.1236 Ln(PROTO)) + (.8973

Ln(TOGWMAX)) + (1.172 Ln(NZULT)) + (.3120 Ln(MAXMACH))

+ (-.0625 Ln(TWTAREA))
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The regression equation results in an R 2 = .9164, or 91.64% of the

variance of the manufacturing material dependent variable is explained by

the five independent variables. The calculated F value is equal to 21.924

with 5 and 10 degrees of freedom and is significant at the .999 level of

confidence. The computed beta values form the following confidence

intervals at the 95% confidence level (Table XIII).

4250:
4120 COEFFI^I.E7S AND CONFIDENCE INTERVALS.
427#s
4289 VARIABLE B 95 PCT C.I.
429P:
43ff: PROTO .1236 -.8456 .2927
4311z TOCiMAI .8973 .5983 1.1964
4329s CULT 1.1172 .4858 1.7485
433#: MAI(ACH .3121 -.1344 .6585
4311z TWTAREA -.962 -.2427 .1178
435#= CONSTANT -8.11#1 -11.9982 -4.2119
4362

Table 13

Initial Regression Equation Summary (MANMAT)

The estimated values generated by the regression analysis result in a

regression line that minimizes the sum of the squared errors in the

regression (Figure 3). In review of the residuals the regression equation is

able to predict the actual values with varying degrees of success (.2489

equals one standard deviation).

It is important to analyze the negative beta coefficient associated

with TWTAREA in the MANMAT equation. The negative beta value is in

contradiction to what is expected, that is, that as an independent data

parameter increases so does the cost associated with that independent

parameter. This situation might result from several factors: 1) it could be
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contained in the data set (existence of multicollinearity), 2) it could result

from the bias contained in the regression analysis as a result of using

logarithm and 3) the possibility that this independent variable's definition is

incorrect (a zero line scatter indicated that this was not the case because

the scattergram of the independent variable with the residuals appear to be

random). It should also be noted that some of the other regression equations

in this Chapter also contain negative beta coefficients. This problem is

addressed in Chapter V under recommendations for future research.
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Figure 3

Residuals of the Initial Regression (MANMAT)
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The third dependent variable that is regressed is manufacturing labor,

and results in the following regression equation being developed.

Ln(MANF) = -7.1673 + (.8608 Ln(TOGWMAX)) + (.9138

Ln(NZULT)) + (.3261 Ln(MAXMACH)) + (-.1041

Ln(TWTAREA)) + (.0761 Ln(PROTO))

The regression equation results in an R .8949, or 89.49% of the

variance of the manufacturing labor dependent variable is explained by the

independent variables. Additionally, the regression equation's F-value is

equal to 17.038 which is significant at the .999 level of confidence. The

computed beta values form the following confidence intervals at the 95%

confidence level (Table 14).

636= COE71C!ENTS AN; CONFIMC. 'NTERVALS.

6259: VARIABLE B 95 PC? C. .
61.61=
6271-- TOCR A .861E .5486 1.1731
6289: ZULT .91,38 .2545 1.5730
6291: MAIMACII .3261 -.0357 .6878
630P TTAREA - .1041 -. 3 .6841
63"1: PROTO .0761 -. 104 .Z5Z7
632#z CMNS7AN -7..7 -11.2376 -3.8970

Table 14

Initial Regression Equation Summary (MANF)

The estimated values generated by the regression analysis result in a

regression line that predicts the actual values with relatively high accuracy.

However, there are some outlying predictions that are two standard

deviations away from the regression equation, but one standard deviation is

equal to only .2599 (Figure 4).
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Figure 4

Residuals of the Initial Regression (MANF)

The fourth dependent variable to be regressed is tooling hours, and

results in the following regression equation being developed.

Ln(TOOL) = 16.7166 + (-4.0523 Ln(NZULT)) + (1.7124

Ln(MAXMACH)) + (-.8878 Ln(TOGWMAX)) + (.298

Ln(PROTO)) + (.2972 Ln(TWTAREA))
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The regression equation results in an R2 = 5064, or 50.64% of the

variance of the tooling dependent variable is explained by the independent

variable. The calculated F-value is equal to 2.052 and is significant at the

.884 level of confidence. The beta values form a wide confidence interval

at the 95% confidence level (Table 15).

8i90:

8290t COEF :CI=ETS AND CONF.:ENCE INTERVALS.0219:

822P= VARIABLE B 95 PCT C.I.
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6270: PROTO .2988 -. 6133 1.218
$281: TTAREA .2972 -. 6749 1.Z694
8299: CONSTANT 16.7166 -4.3063 37.7395
83##2

Table 15

Initial Regression Equation Summary (TOOL)

The estimated values generated by the regression analysis result in a

regression line that minimizes the sum of the squared errors in the

regression (Figure 5). The residual plot depicts the actuals in comparison

with the estimated and must be interpreted correctly. Even though the

actuals are within I to 1.5 standard deviations the actual standard deviation

is larger for this regression analysis than those for the three previous

regression analyses (1.3423 = one standard deviation).
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Figure 5

Residuals of the Initial Regression (TOOL)

The final dependent variable to be regressed is Engineering and

results in the following regression equation.

Ln(ENG) = -11.745 + (.195 Ln(PROTO)) + (.889

Ln(TOGWMAX)) + (1.214 Ln(NZULT)) + (.j96 Ln(TWTAREA)) +

(.183 Ln(MAXMACH))

64



The regression equation results in an R2 = .8619 or 86.19% of the

variance of the engineering dependent variable is explained by the indepen-

dent variables. The calculated F-value is equal to 12.478 which is

significant at the .999 level of confidence. The beta values form ttle

following confidence interval at the 95% confidence level (Table 16).

1,6#=

1:70: CGEFF"CIENTS A D COhFI.CNCE INTERVALS.

C I: VARIAB.E 8 95 PCT CI.

OLIO: PRGTO .1946 -.01471 .4363
62263 TOUI' .8899 .4615 1.3163
1231 NZUL.T 1.2144 .31216 2.1 167
12402 TTAREA .0968 -. 1617 .3536
11251= MAIMCH .I29 -.3123 .6781
1266: CONSTANT -11.7449 -17.3164 -6.1734
1273:

Table 16

Initial Regression Equation Summary (ENG)

The estimated values generated by the regression analysis result in a

regression line that predicts the actual values with relatively high accuracy

(Figure 6). Even though there are several actuals that are close to two

standard deviations from the regression estimates the value of the standard

deviation is small (.3557 one standard deviation).
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Figure 6

Residuals of the Initial Regression (ENG)

Second Regression

The second step-wise regression is accomplished utilizing the same

data base as the initial regression. However, the second regression also

utilizes the two artificial variables, TT and MXNZ. These artificial
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variables are used as interaction variables. The interaction variables are

used to explain some of the variation of the dependent variable that is not

already explained by the five independent variables and to control

multi-collinearity. From this point forward the initial regression is called

REG If-and the second regression is called REG 2.

The basis of this section is the comparison of REG I with REG 2, in

terms of equations, accuracy and significance. The confidence intervals and

the residual plots are not presented in this section, but they are contained in

Appendix C and D. Again, the analysis process is accomplished by

regressing the dependent variable by independent variables. The first

dependent variable to be regressed is ODC, and results in the following

regression equation.

Ln(ODC) = 1.387 + (.626 Ln(PROTO)) + (.11 Ln(TT)) + (.688

Ln(MXNZ) + (1.13 Ln(NZULT)) + (-1.001 Ln(TWTAREA)) +

(-1.212 Ln(MAXMACH)) + (-.288 Ln(TOGWMAX))

The REG 2 regression equation generated an R2  9022 and is

significant at the .998 level of confidence. In comparison the REG 1

equation generated an R2  .889 at the .999 level of confidence. However,

the standard deviation for REG 2 is .4812, where the standard deviation for

REG I is .4595. The small difference of .0227 between standard deviations

is not as significant as the 1.2% increase in explained variation, and

therefore REG 2 is acceptable. Reviewing the statistics it appears that

through the utilization c" the artificial variables an increase in variation

explained is possible, without a significant decrease in the level of signfi-

cance or a significant increase in the standard deviation.
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The second dependent variable to be regressed is Manufacturing

Materials, and results in the following regression equation.

Ln(MANMAT) = -18.2595 + (.0702 Ln(PROTO)) + (1.7978

Ln(TOGWMAX)) + (1.1434 Ln(NZULT)) + (-.2534 Ln(MXMZ)) +

(-.0973 Ln(TT)) + (1.0158 Ln(TWTAREA)) + (.9362

Ln(MAXMACH))

The REG 2 regression equation generated an R = .9360, and is

significant at .999 level of confidence. In addition, REG 2 developed a

standard deviation equal to .2435. REG 2 outperformed REG I in all three

modes of measurement in this particular case. REG I generated an R=

.9164, a standard deviation equal to .2489, and was also significant at .999

level of confidence. Clearly, in attempting to estimate manufacturing

materials REG 2 with artificial variables is the better regression equation.

The third dependent variable that is regressed is Manufacturing

Labor, and results in the following regression equation. Note that only six

independent variables are used in the equation, because the seventh variable

influenced the degrees of freedom more than it added to the explanation of

the dependent variable's variance. The decision to exclude the seventh

variable is based upon the decrease in the level of significance and the

resulting drop in the adjusted R2 value.

Ln(MANF) = -7.949 + (1.216 Ln(TOGWMAX)) + (.941

Ln(NZULT)) + (.163 Ln(MAXNZ)) + (-.042 Ln(TT)) + (.054

Ln(PROTO)) + (.410 Ln(TWTAREA))

68



The REG 2 regression equation generates an R = .899, a standard

deviation equal to .2686, and is significant at .999 level of confidence.

REG I generates an R= .8949, a standard deviation equal to .2599, and is

significant at .999 level of confidence. The comparison between REG I and

REG 2 proves to be inconclusive. The reason is that the increase in

explained variation is not highly significant, nor is the increase in the

standard deviation. Therefore, either regression equation supplies the same

results with the same degree of accuracy.

The fourth dependent variable to be regressed is Tooling Labor, and

results in the following regression equation.

Ln(TOOL) = -31.150 + (-3.955 Ln(NZULT)) + (9.757

Ln(MAXMACH)) + (-3.592 Ln(MAXNZ)) + (-.455 Ln(TT)) +

(.058 Ln(PROTO)) + (5.115 Ln(TWTAREA)) + (3.589

Ln(TOGWMAX))

The REG 2 regression equation generates an R= .6517, a standard

deviation of 1.2606, and is signficant at .846 level of confidence. REG 2

outperforms REG 1 in two modes of measurement in the case dealing with

the estimation of tooling. REG I generates an R = .5064, a standard

deviation equal to 1.3423, and is significant at .884 level of confidence.

REG 2 provides nearly 15% more explanation of variance, and at the same

time reduces the width of the standard deviation. In this particular case,

the more accurate regression equation is REG 2 with artificial variables.
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The final dependent variable to be regressed is Engineering, and

generates the following regression equation.

Ln(ENG) = 2.521 + (.270 Ln(PROTO)) + (-.376

Ln(TOGWMAX)) + (1.177 Ln(NZULT)) + (.137 Ln(TT)) + (-1.469

Ln(TWTAREA)) + (.356 Ln(MXMZ)) + (-.695 Ln(MAXMACH))

The REG 2 regression equation generates an R2  .931, a standard

deviation equal to .3498, and is significant at .998 level of confidence. REG

1 for Engineering generates an R2  .8619, a standard deviation equal to

.3557, and is significant at .999 level of confidence. In analyzing the

statistic measures, REG 2 generates a superior performance in the per-

centage of variance explained, and in a narrower standard deviation.

Therefore, REG 2 is the better regression equation when estimating engin-

eering hours for a combination of airframe types. The drop in the level of

confidence of .002 is not very significant, when considering that the REG 2

equation is still above .99 level of confidence. Additionally, the increase in

explained variation of over 3% more than outweighs the slight decrease in

the confidence level.

Comparison of Parametric Relationships

This section provides a comparison of the hypothesized parametric

relationships and the parametric relationships developed by REG I. The

purpose of this section is to strengthen both the hypothesized regression

equations and the computer generated regression equations. When logic

supports statistics the end result is a higher degree of confidence in the

regression equations. The purpose of using REG I is that it does not use

artificial variables, nor do the logically developed parametric relationships
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presented early in this Chapter. It is important to remember that the

independent variables in the REG I regression equation are aligned in order

of their entrance into the step-wise regression. Therefore, the independent

variables are also in order of significance to the regression equation.

The first equation to be compared is Engineering hours. The

following equations are first the estimated equation, and second the results

of the REG I regression (without the beta coefficient values).

EST Eng = Function (TOGWMAX, PROTO, NZULT,

TWTAREA, MAXMACH)

REG I Eng = Function (PROTO, TOGWMAX, NZULT,

TWTAREA, MAXMACH)

The estimated regression equation and the REG 1 regression equation

are extremely close in the order of entrance of the variables. Therefore, it

is logical to accept the validity of REG 1. Because REG I executed the

variable order extremely close to the hypothesized regression equation, the

result adds strength and validity to both the hypothesized and REG I

regression equations.

The following is a summarization of the four remaining equations.

Note that the hypothesized and REG I equations are extremely close in

order of entrance, and that the logic of one equation supports and validates

the other equation.

EST TOOL = Function (NZULT, TOGWMAX, PROTO,

MAXMACH, TWTAREA)

REG I TOOL = Function (NZULT, MAXMACH,

TOGWMAX, PROTO, TWTAREA)
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Performance characteristics dictate their importance by entering

first and second in REG l's regresson equation.

Est MANF = Function (NZULT, TOGWMAX, MAXMACH,

TWTAREA, PROTO)

REG I MANF = Function (TOGWMAX, NZULT,

MAXMACH, TWTAREA, PROTr,)

As indicated, the independent variable TOGWMAX is more significant

in the manufacturing equation than had been hypothesized.

EST MANMAT = Function (PROTO, TOGWMAX, TWTAR

EA, NZULT, MAXMACH)

REG I MANMAT = Function (PROTO, TOGWMAX,

NZULT, MAXMACH, TWTAREA)

The performance characteristics play a more important part in

explaining variance of the dependent variable than originally thought. This

may stem from the majority of the size characteristics being explained by

TOGWMAX.

Est ODC = Function (PROTO, NZULT, TOGWMAX,

REG I ODC = Function (PROTO, TOGWMAX, NZULT,

TWTAREA, MAXMACH)
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The relative order of entrance of the independent variables remains

the same, except the size characteristics enter before the performance

characteristics. The order undoubtedly stems from the percentage of

variance explained by TOGWMAX compared to NZULT.

Factor Grouping Regression

This section is based upon a regression analysis of the factor

grouping. Therefore, the data base consists of only the eight fighter

airframes. In the process of this analysis two regression runs are accom-

plished; one using the original five independent variables and another using

the five independent variables plus two artificial variables (TT and MXNZ).

The first factor group regression is called REG 3, and the second factor

group regression with artificial variables is called REG 4. The results of

each regression (equation, standard deviation, and significance level) are

presented in this section. The actual printouts containing the beta coeffi-

cient confidence limits and the residual plots for REG 4 are available for

review in Appendix E.

The initial dependent variable to be regressed is Other Direct

Charges (ODC), and yields the following regression equations.

REG 3 Ln(ODC) = -9.5736 + (.5919 Ln(PROTO)) + (.9951

Ln(TOGWMAX)) + (.9523 Ln(NZULT))

REG 4 Ln(ODC) -9.574 + (.592 Ln(PROTO)) + (.995

Ln(TOGWMAX)) + (.952 Ln(NZULT))

73



27
Both REG 3 and REG 4 yield about the same results with an R2

.8914, a standard deviation equal to .3907, and are significant at .979 level

of confidence. The duplication of regression equations that are limited to

three variables indicates that none of the other variables (two independent

and two artificial) add to the variation being explained by PROTO,

TOGWMAX AND NZULT (Figure 7).
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Figure 7

Regression Analysis of REG 3 (ODC)

The second dependent variable to be regressed is Manufacturing

materials, and yields the following regression equation.

REG 3 & REG 4 (Ln(MANMAT)) = -16.891 + (1.48

Ln(TOGWMAX)) + (1.457 Ln(NZULT)) + (.074 Ln(PROTO)) +

(.214 Ln(TWTAREA)) + (-.168 Ln(MAXMACH))
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Both REG 3 and REG 4 yield the same regression equations. REG 3

and REG 4 results in an R2 = .9695, standard deviation equal to .1868, and

are significant at .987 level of confidence. Note that all five original

independent variables are in the equation, but neither of the artificial

variables are able to reduce the unexplained variation (Figure 8).
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Figure 8

Regression Analysis of REG 3 (MANMAT)

The third dependent variable to be regressed is Manufacturing hours,

and yields the following regression equation. Note that both REG 3 and

REG 4 are once again the same equation.

REG 3 & REG 4 (Ln(MANF) = -14.13 + (1.184

Ln(TOGWMAX)) + (1.608 Ln(NZULT)) + (.187 Ln(TWTAREA))

Both REG 3 and REG 4 result in an R .8804, a standard deviation

equal to .2943, and are significant at .974 level of confidence. Note that
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only three of the independent variables are included in the regression

equation. The regression equation is limited by choice of the authors,

because if the other variables (MAXMACH and PROTO) are included in the

equation, the R2 only increases to .8828 while the standard deviation

increases to .412 and the level of significance drops to a .732 level of

confidence. In view of these circumstances the equation is limited to three

independent variables (Figure 9).
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Figure 9

Regression Analysis of REG 3 (MANF)

The fourth variable to be regressed is tooling hours, and yields the

following equation. Again, note that REG 3 and REG 4 result in the same

regression equation.

REG 3 & REG 4 (Ln(TOOL)) = -6.489 + (.435 Ln(PROTO))

+ (1.641 Ln(NZULT)) + (.287 Ln(TOGWMAX))
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Both REG 3 and REG 4 result in an R 2 = .8235, a standard deviation

equal to .3265, and are significant at .945 level of confidence. Note that

only three independent variables are included in the regression equation.

Once again, the regression equation is limited to three independent var-

iables, since with the addition of TWTAREA and MAXMACH, the R 2 only

increases to .8311 while the standard deviation increases to .4516 and the

level of significance drops to a .73 level of confidence (Figure 10).
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Regression Analysis of REG 3 (TOOL)

The final dependent variable to be regressed is Engineering hours, and

yields the following equation for both REG 3 and REG 4.

REG 3 & REG 4 (Ln(ENG)) = -11.829 + (1.265

Ln(TOGWMAX)) + (.207 Ln(PROTO)) + (-.405 Ln(MAXMACH))

I
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Both REG 3 and REG 4 result in an R = .7874, a standard deviation

equal to .3769, and are significant at .922 level of confidence. Again, the

authors chose to limit the regression equation to only three independent

variables because of the huge drop in the level of confidence. If TWTAREA

and NZULT are added to the regression equation the R2 only increases to

.8248, while the level of significant drops to a .718 level of confidence

(Figure 11).
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Figure 1

Regression Analysis of REG 3 (ENG)

Factor Grouping Summary

The results of the factor grouping regression is promising since

several of the R2 values increased significantly. However, in some cases

there is a drop in R2 value and in the significance level. The drop in R2

value is not too significant because in all but one case the R 2 is still above
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80% explained variation. The drop in level of confidence, which is based on

the F-value, is not at all surprising. The reason the level of confidence

drops is that the sample size is small (only eight data paints). As the data

base for fighter airframes increases, the level of confidence will increase

accordingly, and the additional independent variables that are not in the

proposed regression equations can be added later to increase the percent of

explained variation.

Comparison of the Models

The following section presents a comparison of three models, REG 2,r

REG 3, and the base model (Grumman). The models are compared on the

estimated values that are generated by each model's regression equations.

The models are compared in tabular form, which lists the values generated

by REG 2, REG 3, the base model, and the actuals. After examining the

estimated values for each model, anR2is developed for the base model,

REG 2 and REG 3.

Since the development of REG 3 was based on only fighter airframes,

the comparison is lirr '- to only the fighter portion of the data base. The

comparison is made using all eight fighter airframe data points. TheR2

values are hand calculated values utilizing the R2formula presented in

Chapter 111. Additionally, all values presented in the table in this section

are hand calculated values utilizing the equations identified with the base

model in Chapter Hl, and the REG 2 and REG 3 regression equations

developed earlier in Chapter IV.
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Engineer ing Hours

The first dependent variable to be used as a point of comparison is

Engineering hours. A summary ,f the estimated hours are displayed in Table

17. An initial comparison between the base model, REG 2 and REG 3,

indicates that REG 3 is a better estimator of the actual values contained in

the data base.

REG 2 REG 3 BASE ACTUAL

F-I 8.35 5.38 12.66 8.46

F-2 2.32 3.14 3.40 2.73

F-3 9.55 12.26 11.41 15.70

F-4 10.28 9.06 10.83 6.13

F-5 9.65 4.87 9.98 7.05

F-6 7.27 7.68 8.85 9.21

F-7 7.22 7.43 7.10 6.80

F-8 14.31 20.07 11.16 21.00

Table 17

Comparison of Engineering Estimates

The R2value for REG 3 =.8414 as compared to an R 2  .3235 for the

base model, and an R=. . 3 for REG 2.

Tooling Hours

A summary of the estimated tooling hours are displayed in Table 18.

The R2value generated for REG 3 is equal to .7813, REG 2 .2 2209 and

base model R2 =0915.
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REG 2 REG 3 BASE ACTUAL

F-I 1.80 4.90 5.49 6.08

F-2 3.00 1.38 1.48 1.33

F-3 13.00 4.67 4.67 6.32

F.-4 5.87 5.98 6.04 5.42

F-5 4.77 4.85 5.44 3.39

F-6 2.55 7.14 5.67 8.06

F-7 16.10 5.47 5.17 5.42

F-8 5.49 7.42 2.57 7.65

Table 18

Comparison of Tooling Hours Estimates

-Manufacturing Hours

A summary of the estimated hours for manufacturing are displayed in

Table 19. The generated R 2 value for REG 3, REG 2 and the base model

results in a REG 3 R 2  .9498, REG 2 R2 = 866 and base model R 2=. 8469.

REG 2 REG 3 BASE ACTUAL

F-I 51-50 55.74 56.19 59.8

F-2 16.00 16.84 16.29 16.5

F-3 68.17 72.75 70.98 82.4

F-4 63.10 61.89 68.26 73.5

F-5 58.00 30.16 62.46 36.9

F-6 26.40 29.34 29.58 34.0

F-7 36.50 29.00 41.52 28.1

F-8 111.03 106.45 102.65 115

Table 19

Comparison of Manufacturing Hours Estimates



Other Direct Char ges

A summary of the estimated hours for ODC are presented in Table

20. The generated Rvalue for REG 3, REG 2 and the base model results in

REG 3 R .8680, REG 2 R 2 =.79 and a base model R 2 
= 4338.

REG 2 REG 3 BASE ACTUAL

F-I 126.97 98.89 173.20 127.35

F-2 17.10 20.20 27.17 18.70

F-3 164.70 181.81 193.22 215.07

F-4 200.00 186.97 203.32 94.70

F-5 171.40 172.77 174.22 200.00

F-6 164.40 177.32 211.01 175.00

F-7 170.37 172.08 171.63 202.80

F-8 243.20 352.80 77.98 365.40

Table 20

Comparison of ODC Estimates

Manufacturing Materials

A summary of the estimated hours for manufacturing materials is

presented in Table 21. Once again REG 3 is utilized as the comparitor with

the base model. The generated R2 values for REG 3 equals .965, REG 2R

equals .93 and the base model again cannot be calculated, which may be due

to an error in the equation.
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REG 2 REG 3 BASE ACTUAL

F-I 73.77 69.13 18.770 70.20

F-2 19.97 20.03 4.839 20.25

F-3 103.20 116.63 23.346 121.60

F-4 93.50 90.29 23.240 105.90

F-5 87.44 92.02 16.600 71.40

F-6 38.44 45.55 10.570 47.30

F-7 52.00 43.07 14.575 41.70

F-8 171.06 185.68 52.990 189.90

Table 21

Comparison of Manufacturing Materials Estimates

Verification

At this time, verification of the models developed in this thesis is not

possible. The original research plan was to verify the models by attempting

to predict the airframe RDT&E costs of the F- 18 fighter aircraft. How-

ever, this thesis team was unable to collect the required cost data for the

F-18 because of an ongoing "should-cost" study. This study made the

release of cost data an extremely sensitive issue. Therefore, verification of

the thesis generated CERs must be delayed until the necessary cost data is

available.

Analysis Summary

The comparison of the three models points to the stated hypotheses

in Chapter I that a unique CER exists for each type of airframe (fighter,

attack, cargo) for the RDT&E phase of the acquisition process, and that the

unique CER's will more accurately prodict RDT&E airframe costs. The
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comparison shows that in the area of fighters the best estimator is a CER

equation designed specifically for fighter airframes. The REG 2 and base

model are fair estimates of fighter airframe dependent variables, but lack

the accuracy of the REG 3 equation. Both REG 2 and the base model prove

less accurate in estimating fighter airframe costs because both models were

developed using fighter, attack, arnd cargo airframe data. Therefore, REG 2

and the base model are gross estimator models and neither model can

consistently estimate a value for fighter, attack, and cargo airframes with a

high degree of accuracy. The purpose of REG 2 and the base model is to

provide general estimates for a wide variety of airframes.

The REG 3 model, which is specifically designed for a particular

airframe, shows consistent results when compared to the actual values. This

development suggests promise for generating other specifically designed

CER equations, in lieu of general CER equation.

PLEASE NOTE: Pages mis-numibered.

There is no page 85.
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CHAPTER V

SUMMARY, IMPLICATIONS, AND RECOMMENDATIONS

The purpose of this thesis was to examine existing RDT&E airframe

cost estimating models, and to compare the results of a base model with a

thesis generated model. The intent was not to discredit any existing model,

but to help pave the way to more accurate cost estimating.

Summary of Methodology and Findings

The methodology utilized in this thesis was first to examine the data

base that was to be utilized during the statistical analysis. The data base

was initially examined for accuracy and reliability and was found to be the

most accurate and reliz. le available. Next the data was reviewed in terms

of lotc. The analysis consisted of developing expected logical relationships

between the independent and dependent variables. The expected logical

relationships were then compared to the computer generated regression

equations, and were found to represent logical estimates of the dependent

variables.

The first statistical procedure was factor analysis which was used to

determine the airframe groupings to be utilized during the regression

analysis. The factor analysis indicated that the regression grouping should

consist of three distinct groups: one group for fighter, one for attack and

one for cargo. The factor analysis developed these groupings based upon the

independent parameters of NZULT, MAXMACH, TOG WMAX, and

TWTAREA, which represented the size and performance features of the

airframes.
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Following the factor analysis a regression analysis was conducted on

the full data for the fighter, attack, and cargo airframes. This initial

regression analysis served as a point of comparison with the base model, and

was called REG I (Regression analysis one). Next, a second regression

analysis (REG 2) was conducted utilizing the full data for fighter, attack,

and cargo, but interaction terms were added to the independent variable

data set. This second regression analysis resulted in a higher statistical

explanation of variance then did the REG I analysis. The third regression

analysis (REG 3) was conducted utilizing only the data set for fighters. The

data set was limited to fighters only based upon the results of the factor

analysis. Additionally, a fourth regression analysis (REG 4) was conducted

utilizing the fighter data set and interaction terms. Both REG 3 and REG 4

resulted in basically the same regression equations. Therefore, the

interaction terms in REG 4 did not explain any more variance than did the

initial independent variables.

After the regression analysis had been completed a comparison

between the regression equations REG 2, REG 3, and the base model was

conducted on the data set for fighters. This comparison was conducted on

only the fighter airframes based upon the results of the factor analysis and

the fact that REG 3 was based solely on the fighter data set. The

comparison indicated that the REG 3 regression equation is a more accurate

estimator of the actual fighter dependent variables than either the REG 2

model or the base model.

The statistical procedures support the hypotheses stated in Chapter 1,

that a unique cost estimating relationship (CER) exists for each airframe

group (fighter, attack, and cargo) and that the unique CERs would result in
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more accurate cost estimating. This indicates that the development of

separate CERs is necessary to more accurately estimate RDT&E airframe

costs for the three groups.

Implications and Recommendations

The implications and recommendations of the research are sum-

marized in four specific ideas. First, accumulate data to further refine the

model generated by this thesis team (REG 3). The current REG 3 regression

equations are in the state of infancy, and require firm support, so that the

equations may become more accurate and verified by the passage of time

and test.

Second, accumulate data to generate airframe specific regression

equations for both attack and cargo airframes. With a data base of only

four, both the attack and cargo data bases are in need of expansion. Once

the data base has been developed, airframe specific regression equations

may be developed that could possibly be more accurate than the general

equations currently utilized to develop cost estimates.

Third, the RDT&E model should be used in conjunction with produc-

tion and O&S cost models. Several existing models attempt to predict the

life cycle cost of a system, but these models lean heavily on the production

and O&S phases. While it is true that most of the actual costs occur during

the production and O&S phases, most of the design decisions occur during

the RDT&E phase of an acquisition. Therefore, Production and O&S models

must be successfully meshed with an RDT&E model, so that the influence of

a change during the RDT&E phase of a program can be observed in the

Production and O&S phases. The process of meshing all three phases into

one coherent model can provide the most accurate means in predicting life

cycle costs.
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And finally, the research initiated by this thesis needs to be ex-

panded, especially dealing with the negative beta coefficients that surfaced

in REG 1, REG 2, and somewhat in REG 3. This thesis team examined the

relationship by accomplishing a zero line scattergram, in which the data

appeared to be randomly distributed around the zero line. This issue was

further examined by accomplishing a regression analysis on the data base

using the arithmetic values for the independent and dependent variables.

This regression analysis still produced negative beta coefficients. There-

fore, this thesis team recommends that the data base be examined in detail

in an attempt to divulge a latent problem inherent in the data base. This

thesis team understands that every data set has some problems, and the data

set utilized appears to be the best available. However, the problem of the

negative beta coefficients must be examined from every angle.

This problem can possibly by rectified by accomplishing a regression

analysis using the factor scores. This methodology would eliminate the

multi-collinearity that is contained in the data base, but presents the

problem of accurately defining what each factor actually represents in the

"real world." The best methodology appears to be a combination of the

methodology presented in this thesis accompanied by the aforementioned

factor/regression methodology. This would allow for a complete explanation

of the negative beta coefficients and perhaps lead to positive identification

of the factors developed during the factor analysis.

ConcludinR Remarks

The analysis presented in this thesis represents an initial step in the

development of more accurate cost estimating equations for airframe

RDT&E costs. The statistical analysis indicates that separate CERs are the
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next logical step in developing models with increased accuracy in cost

estimating. This logic is contrary to the procedures utilized in previous

studies, but is supported by the results of factor analysis and regression

analysis.

The accuracy of the CERs of the future are only limited by the

inability to obtain verifiable data, and the inability to learn from the

previously developed cost estimating equations.
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APPENDIX A

COST AND PERFORMANCE DATA
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APPENDIX B

FACTOR DATA
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REGRESSION REG 1
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22 . MAIMACH .350 .26 1.495 .249 .17823 .61196
( 2229. CONSTANT -11.318 3.223 14.249 .##9

ZZ6.
2240.
22%:- 

ALL VARIABLES ARE IN TIE EQUATION.
2298.
2273.
283.

22Z19 COEFFICIENTS AND CONFIDENCE INTERVALS.
2388.1

2318 VARIABLE I 95 PCT C.I.
Z3Z1-

233. PROT0 .U6 .2545 .8776
2340. '00014 .8493 .1,'4 1.3992
2353. NZILT 1.1559 -. 0072 2.319"
2360. TITAREA .212 - .13I .5441
2370. IMAIACH .3503 -. 281 .9864
2383. CO3SA1 -1..3184 -17.49"3 -3.1371

2393.[" 2488.

24t3 VARIAlNCECOVMIINCE MTIIX OF THE UNNORNLIZED REGRESSION COEFFICIENTS.
2421,
2433.
244 UZILT .17250
24. N IIACH -. 0366 .l234

( 2461. TIIMIA -.#1770 .JI4 .#I321
2471, TOIMI .132914 -. 61845 -. 11767 .34113
Z480. PUTO -.33111 - .1PAW .0362 -.11542 .01955

2533. NDLT NAMIACH 7VTARr TOWMIAXI P)TO

MUI3. TIAL KIRESSIOI 3/141 16.33.15. PACE 6

m FIL - MEEK (C(ATO - II114/32

# # 0 .e..g U L 1P LE I E CIESS 6 11 N...

13 W. Vi... Oe e 11lCT COSTS

0 ,

o 813.

o 2643 87EP VAIBLE Ell F MILY-1 1-80 COMN A DEO. F $19.

2643. I PIT E 19.303 .719 .374 .574 .719 19.w63 .*I
C 2473. 2 TOR5 C 3.01 .03 .744 .14 .411 I.93M .000

?A.Pi, M ? +11/'I? .r--.. --flJ.,,LJf.l ANN "4 ..PA lAAt . IU
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It90 4 4-AE E 1 .934 .672 .10 .JS 16.830 .M
0t W AINlCh E 1.495 .943 .809 .017 .395 16.021. .m0

2710IIIIITIAIL REGRESSION 01/14182 10.33.15. -ACE
:721.
2730. FILE NONE ICREATED - 01/14/8t)
2741W
27530- 0U TI LULT EPLE R E RESS 1 0 N #4t #
Z764.

c RESIDUAL POT.

2i80 v VALUE I EST. RESIUM.L -z5 0.0 421)
tells
2020 2.8u5 2.950 -. 145 1
2o. 2.476 2154 .Z21 I
IM 3.575 4.410 -. 834 .
2950 4.613 4.585 .018 I.
Z264. 6.2" s.7 .434 1
Z870. 3.448 3.307 .141
2980 4.711 4.577 .134 1
2890- 4.281 4.857 -. 577 1
290. 4.847 4.711 .135
'919. 2.131 2.06 .23
2920- 5.371 5.211 .159 I
Z930- 4.551 5.267 -. 717 1
2940. 5.301 5.131 .170 1

295f. 5.165 4.965 .2"0
2960. 5.312 5.083 .229 1
2 2970: 5.901 5.623 .278

2990- NOTE - (E) IN ATES ESTIMATE CALULATED WITH MEANS SUBSTITUTED
3mC R INDICATES POINT OUT OF RANE OF PLOT

3030- WIER OF CASES PUTTED 16.
3040- MOHJR OF 2 S.D. OUIJTLERS I OR PERCENT OF THE TOTAL

3050.
3061- VON NEUMANN RATIO 2.43720 DURBIN-ATSON TEST 2.1488

3080. NLMI3 OF POSITIVE RESIIALS 12.
( 309. NIER OF IEGATIIE RESIDUALS 4.

31". N ER OF RUNS OF SIGS a.
3110.

S 321. NORMAL APPROIINATION TO SIGN DISTRIBUTION II0SIBLE.
310 USE A TABLE FOR ECPECTIED VAL.ES.
3140.IIIITIAL REGRESSION 1/14/8Z 11.33.15. PAG Eo 3150
3144- FILE - IOAlME (CREATED - 01/14/82)

117#"o 313 .# .#oi o. t INUL T I PLE EGR ESS 11.* ** i* S 1

21908RILIIEIIIO 13M1 0. VAR... NM T I1UFACTEUING MATERIALS

;m " RESPONSE 4.12891 STI. KY. .70218

3250. PROTO INER OF 98T8TT81 AIlNCW
32&1o 327. ML.TIPE A .5Wi2 A IF V SI S lmMEAN so. F

m2oo R S1A .3354 SIE 1. 2.634 Z.434 7.720
3290. M V .3O41 WIUL 14. 4.M .341 sic. .015
3300 NJ A SIJIRE .30 4 ClIF1 OF VMIAMILITI 14.9V
3310m
3=a VARIABLE a I.. I F SI. ETA ELASTICITY

21 -IAL -l. L. - LY
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335#s CONSTANT 3.254 .315 116.754 .66
334#s
337#s
330,

340s.
3416s VARIAlLEIS) 81TERIE 0 STEP 2
3426 TOWN1 RAIINUA TAKEOFF CROSS VIEIHT
343'
340MU LTIPLE R .7936 AN0DYl 0 SO SQUARES MAN SO. F

c 343P I SQUARE M RECRESSIONl 2. 4.674 2.343 IIJ?4
3460a M BEY .4S92 RESIDUA. 13. 2.741 .Zll SIC. .2

347W AN R SO .5732 cOEFF OF VARIA ILITY 1).4#PC

349s MIAI.E I S.E. I F SIC. SETA EASIT1C;1
3m.

o 5 1t PROTO .391 .111 12.472 .6M4 .59568 .:9z25
352. TVM41 .374 .121 9.656 .6N .52414 1.94345
35M-' CONSTANT -. 958 1.373 .47/ .562
35'IIINITIAL REGRESSION #1/14162 10.33.15, PACE
355#x
3M89' FILE -OMA L ICKATED - /14/82)
3576'

358' .4.. . U4NULT IPLE RE RESS IOC A..i.E'0
35W9
36##s DEP. VAR... MANNAT MUFCTURINC NATERIALS
3411.
3 2' VARIADLE(S) ENTERED OIN STEP 3

( 363s ZULT ULTINATE LOAD FACTOR1 411,
366' NULTIPLE 8 .9297 AM OF SIM S,1ARS MRE £W . F
4 3W6' R SGUARE .8643 RECRESSI0h 3. 6.465 2.135 25.479

367#s STP D .2895 RESIDUAL it. I.A5 .664 SIC. .An
3601 ADJ R SQUARE .8364 COEFF OF VARIAIILITY 7.2PCT

( 36W1

37W6 VARIABLE It S.E. I F SIC. BETA ELASTICITY
371#x
3721a PROTO .176 A4 4.30 .J59 .26813 .6 4
373#a TOMI I .684 .136 42.639 ,6 1.26675 2.47009
3740A XZULI 1.3v .M93 2.718 ANI .92442 .67215
3756' CONSTANT -. 911 1.964 to.843 ."t
3766'
3776a
3786
j7?9 # # 4 4 4 4 * * 4 4,,, 4 4 . 4 f I # f 4 4

341#- VtIAIL(S) E1M0 ON STEP 4
3826a MlCp IM MCM NIRER

o 3141 IPLIE .947 ANA OF SUN Sa ES NE s S. f
t U IM .9114 ERESSION 4. 4.754 1.480 n.296

W i M EV .1443 iESIDUAL I. .6 .600 $1. .i
7 j aiR ilm s7?92 COw wF F YAMILITI 4.1PCT

IAM 9CLE I S.C. I F Sit. LTA ELASTICITI

3910a MtOTO .134 .Jr3 3.363 .094 .16449 .8446
Me3' TOGNI .86 .116 S3.773 .6in 1.1076 2.3326

&0 11' 1.67 .271 15.515 w .7319 .53615
394. MAIANC .330 .145 5.150 .134 .2646 1.613u4
3M1 COIT -7.1% 1.711 11.776 .1

*0 ModslIN11A. MOM IN #1114/ 1.33.15. PACE I0

3966b FILE - m (CKATO- 6114/12)

6661L.LLLL.._ .ILJ.J. .. Fr€.P 6.A. S J 04 4. 44 * . 4*
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442- DEP. VAR... MIIT IMWACFATURING MATERIALS
4931,

494#, VARNIAILEIS) ENTERED ON STE 54#;5#- TVTARE TOTAL NETTE A

4670- NULTIPE A .9573 AM9 OF SM SUANES MEAN SO. F
40W. 8 SOUARE .9164 REGIESSION 5. 6.791 1.358 Z1.924
4M STO BEY .2489 RESIDUAL 1. .619 .062 SIG. .J1
41, UJ I! SIM .8746 COEFT OF VARIAIILITY 4.2PCT

41W9 VRIABLE a S.E. I F SIC. KTA ELASTICITY

4141MOT0O .124 .076 2.65# .135 .18813 .J4072
41312 TOMAI .897 .134 44.704 .999 1.25663 Z.5#170
4169, I1. 1.117 .283 15.544 .13 .77419 .56325
4171, IMRCH .312 .155 4.27 .973 .25385 .J1182
4190- TWTAREA -. #42 .11 .596 .458 ".8321 -. 1274
4199. CONSANT -8.1i 1.15 Z1.434 ."91
4299.( 4219,

4229 ALL VARIILES AR IN TIE EQUATION.
423.
424#-
425#.
4249. COEFFICIENTS AND C01IDENCE INTERVALS.
4270-
42890 VARIABLE I 95 PCT C.1.

43N PROTO .1236 -. #45U .2927

4310s T05CAI .8973 .5903 1.1964
; 431. U.7T I.?.TZ .4855 1.7425
433#- MAIMACH .3123 .A344 .6585
4349, TUTNNEA -. #6z5 -.2427 .1178o 435#- CONSTANT -8.1t11 -11.9902 -4.2819
4341,

437#-
( 430#- VARIANCEICOVARIANCE MTRIX OF THE UNNNIIAIZED REGRESSION COEFFICIENTS.

4399a
4499,
4413- UZULT .J0029
44Z1, iiI0CH -. #1974 .J2418
4430. TVTMEA -.99522 .9939M .90654

. 4446 TOCNMAI .3M -. ##= -. 9521 .1I1
445#s PRO0 -. 00916 -. 91 .i11 3 -. 0m454 .99574
4440-

S 4470a OLT MI CH TifTAKA TOGiMI PR0T
4480s
44",so 45WIIIITIA R EVIESSIN #1/14/12 19.33.15. PAC I

401m FILE - NNW (CITD - 1I14/11)

45 0 #e.e i . t 4ULT IPL REGI ESS IONCAf.110N #

45W W. BAR... MPANNT NiWiFWCTUIN MATEIlLS
45Wk

WI umvl Tau.60

4 1 P VIRIALE Ell F 11-. It-SO hoIE I Et AL F SIt.

4639 I 935 1 7.719 .596 M .35 .596 7.72 .J15
464' 2 TOiBi E 9.656 .794 .436 .275 .M5 11.974 .992

* 4M 3 IULT [ 20.71# .39 .i64 .234 .5 25.479 .MW
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4670- 5 TIITAREA C .596 .957 .914 .005 .110 Z1.924 .Me
46 3 1INITIAL REGRESSION #1114182 13.33.15. PAGE 12
46". 1
4710 IL -F IN (CREATED - 1I41821
4716-
4720-.4.e # * RULT IPLE REGIRESS I O *..'..# 4
4736:
47461
419 NESIDUAL PLOT.

4776. 1 VALUE T EST. RESIDUAL -Z2 6.1 .ZSD
47110=

M 3.438 3.099 .339 1
S 406a 2.704 2.9M -.169 

1

41&' 3.9"1 4.5 -.147 i
M e 3.873 3.M,2 .192 1
4830- 5.959 5.938 .011 1.
4840- 3.288 3.272 .917 1.
4150 4.385 4.Z85 .#99 1
4"f. 3.910 4.314 -. 93 . I
4879s 4.25! 4.321 -. 076 . I
4958 3.006 3.933 -. 125 .1
4890. 4.81 4.552 .249 T
4900- 4.442 4.532 .131 1
4910. 4.Z48 441 -. 193 1
4929 3.857 3.785 .97Z I
4930- 3.73, 4.119 -. Z89 I
4940 . 5.244 5.4 .187 1

C 499-,
496#s NOTE - M INDICATES ESTINATE CA LATED WITH NEMS SURSTITUTED

4970- t INDICATES POINT OUT OF RAKE OF PLOT

4990.
546- NURER OF CASES PLOTTED 16.
506-. ANER OF 2 S.D. OUTLIERS # ON I PERCENT OF THE TOTAL

M VON MEMO1IR RATIO 2.40519 DIIN-IATSO TEST 2.25487

59M' NURNER OF POSITIW RESIDUALS 9.
5641- IIUNR OF NECATIW RESIDUALS 7.

C. 506I NU ER OF RUS OF SIGNS 9.

5 0NNW194. APPOIlATION TO SIGN DISTRIBUTION INOSSIDLE.
o 5100- USE A TdLE FOR EIPECTED VALE S.

511INITAL RERESSION 1114182 10.33.15. PACE 13
5126.

o 513 FILE - lI ,,(CREATED - 01/14182)
51462
53w * e0 * #NULT I PLC REGCRE SS1 ON e i .4 *0 signoAR .M... RIP HANFRURTNW N0M

SM IN • 3.7MW 57. KY. .648

o 31 WIADW1$ ENTERE 01 V1E IS0 UW TO MI MINOR TRIMF GAMS IMIGHT

246 . LTIPLt 1 .3w4 AlA F SUN SOUN MS EN . Fo 2 t SINK .350 UAEMS SI I . 2.14 2.19" 7.253
S 11131 .Mll MINK 14. 4.2s .33 SIC. .017

27 A IA 4 II .M 92 CRFI OF VRMIILIT 14.MCT
0

5296 VRLE I S.C. I F SIC. TA EILATICITT
53W6
53160 TOMI .319 .144 7.253 .017 .56418 i.m7
l'v1, prIN ... -- _J2...... IAN '*9
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5335,
( 5345,

UBS e ili l e t # ltt t t # ~ # 

5370a
53M- VMIABLEIS) ENTERED ON STEP 2
5390- IZULT ULTINATE LOWM FACTOR
5400.
541W ILTIPLE 9 .607 558A OF SOWOARES EAN SQ. F
5420a R SQURE .7756 RECRESSION 2. 4. 2.493 N2.441
3 5430aS DEV .3332 RESIDAL 13. 1.443 .11 Sic. .M
S44& AlJ R SQUAE .741 COED OF VARIABILITY 9.PCT

o 46 VARIAL I $.E. I F SIc. ETA ELASTICITY
54712
5 A45 TSuI .926 .131 44.847 .W 1.39n51 2.85629
5490. Z ILT 1.4#1 .279 25.156 .546 1.04254 .76809
55-. CONSTANT -9.540 2.126 Z2.164 .on
5$51slINITIAL K $RESSIOA 01114/82 11.33.15. PAU 14

5536. FILE - NONA E tCREATE - 51114192)
5540-
M& N5l 444 o U*'IULT PLE RECRESS 1 06 N 4o 44 111
5565,

5570- DEP. VAR... NANF MAIIFACTURINC HOURS
5580.
55W VARIAILE() ENTERED ON STEP 3
%M: MlIACH NAIIIMM SACH NURSER

5626- NILTIPLE A .9293 6908 F SM SQUAES MEM SO. F
5"x R SQUARE .8637 REGESSION 3. . 5.553 1.851 25.343
5640 STO DEV .2702 RESIDUAL 1z. .876 .rX3 SIC. ."I
5MW5 ADj R SQUARE .12%6 COED OF VARIABILITY 7.3PCT

5670- VARIABLE I S.E. I F SIC. ETA ELASTCITY

596. TOC IPI .840 .116 52.096 .n I.26245 2.5459
5746, NZULT .970 .274 12.509 .464 .72212 .53195
57102 MAIIACH .433 .156 7.757 .016 .3783 .11795
725 CONSTANT -7.743 1.763 19.35 .001
$730s
5745.,

5755,

57711s
$706 VARIAhE15l ENTERED ON STEP 4
S M TITMEA TOTAL NETTE AREA

56152 IM.TIP.E R .9409 ANN OF SM SQUARES W11 SO. F
55l25 R ME .052 RECESSION 4. 5.691 1.423 21.215
3 136 11 REV .25M RESIDUAL 11. .7M .67 Sic. loN
W 4 W R $I0ANE .543W COET OF VAIAILITY ?.PCT3m
S11 VAIABLE I S.E. I F SIC. BETA 0.ASTICITY

o ll TWIAI .9i2 .15 54.294 .000 1.3457 2.7 27
m RILT 1.= .W67 15.154 .003 .7697 .5727
411 9 .351 .160 4.542 .056 .31687 .01447

"0 59t15 ThTfhA -. 119 . .3 2.67 .178 -. 19062 -. 14M
55 COITM -7.019 1.696 21.4 .41
593WINMAL 1I ON314 111 4182 11.33.15. PAC is

5S5& FILE - NOW CKATO - I114112)

O 595.'.''o. ooNULT pLE R(10ESSIOI.,.4.o

.. Jil11 ... ... ..10..



5M-9 DEP. VAR-. NW MINWACTURI4C "RSJ

WIP, VARIAILES) ENTERED 01 STEP S
60?9 PROTO INER OF PROTOTYPE AIRCMFT

6#46- IKULTIPLE R .40 AM OF SI SQUARES REA SO. F
6850- 4 SOJARE .8949 REGRESSION '. 5.754 1.151 17.03S

(- 696' /D EV .ZS" RESIDLU. It,. .675 ."a SIC. .#
W709 i A SAR .6424 COEFF OF VARIMILITY 7.1PCT

4090- VARIAILE a S.E. 0 F SIC. BETA ELASTICITY
6IN"
610 OC AI .861 .14 37.736 .NM 1.29426 Z.6#922
6121 IZLT .914 .296 9.539 .l11 .67985 .5"988
613' MIACH .326 .162 4.934 .97o .2081 .01343
614, TIiTAREA -. 164 .984 1.519 .246 -. 16678 -.23019
615. PAOTO .076 .179 .9Z3 .759 .12448 .14168
4160- CONSTAiT -7.167 1.827 .5.394 .U03
4171-

6189'
6199 AL. VARIAIES ARE IN THE EQUTION.

6210

6229'
6239= COEFFICIENTS AND CONFIDENCE :TERVALS.

US59'VARIABLE B 9PCT C.I1.6260.

627- TOIAI .868o .5486 1.1731

629l NZT .9138 .2545 1.573#
629z URACH .3261 -. 0357 .U76
6300s TATAREA -.1041 -.2923 .9841
631' PROTO .0761 -, 199' .Z5Z7
6321' CONSTANT -7.1673 -11.Z376 -3.1971
633#:
634#x
6350- VARIANCEICOVARIANCE NATRII OF THE UNINORALIZED REGRESSION COFFICIENTS.

( 6368',

637#x
W NUiT .98754

6391 MAIACH -. 92152 .126U
POP TURNER -. 9969 .00435 .00714
6410s TOMI .13W -A8604 -. #1M .61964
.429 PlUTO -. 98999 -. "8Zoo .10123 -. 1495 .00628

644' NZULT MINACH TTAREA TOCIM[A! POTO
6450'
6449'

6470sIINITIAL REC SSIE #1/14/82 11.33.15. PACE 16
6400

6491m I7L - WANE (CREATED - 91/14182)

651 4-.oeoo .4o N ULTIPLE REGRESS l .oo 4*oo

Asw 0. VAR... NW MIWACTURINC HM

63W9 WW TALE.

65' STEP ViUL, E/1 F NI.T-i R-Si C ICE A OMLL F SIC.

6HP I m l 1 7 .20I .94 .341 .31 .364 7.m8, .017

6610a 2 NUlT f 25.15 .il1 X76 .434 -. #U :2.41 .W
6UPJ 3 MUMI E 7.757 .Ul .04l4 .JN .4t Z5.343 .006

" . T TA E 2L.7 .941 .MS .92 .191 21.215 .001
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APPENDIX D

REGRESSION REG 2
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NA&D-E
N AUMPTRNAL NISNUTCH
MEMO- EDITOR
.*F.TA1.16

C .CTREZIOsDO20
LE WAE RE2 HAS EMRETRIEVED
..GET.FA3wIl-sNZO

( LEMUKEFA3 IIAS KEN RETRIEVUE
*..MINI.SP SS9JAS.REC2
..8MsD9FA39I-AEG2,LOaAN~,L-MIvN

CL

*sSS

EDIT .61 S
ES TRUNATED- C~ss 7Z CHMASP LONGEST LINE VAS 75
..Foc4s13Z
..EDiToAisS

126. 01/14/82 15.6.A1. PACE
IN.2 VOCELIACK COIIPITINC CENTER
140. EORTNAESTEIN UNIVERSITY
1508
141 S P S S- - STATISTICAL PACKAGE FOR THE SOCIAL SCIENCES
Ills
us1 VERSION 1.0 *- JL41E I8. 1979

2UP amN E INITIAL RERESSION
a 241. VRII&E LIST lMAt EUlCN@TVTREn MAaICIPOTO

10 UMR AN IS S T ULTINATE LORD FACTOR/
m ~ NAcK flm NM am/

NI' Tfn RU1M TAKEOFF GSS IEIOCT
PRO" OMnE OF M18TI AIRCRAFTI

33 M11. @ 11 EECT COI
31a RANNT NANACTURIN NTEMIALS/

36 19 93NA F Il

3"m. CONFUTE 8Ct(U0C)
46p. CNF?! TULO4JITMI)
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426s COMPUTE MAMF-LMAIWAFI
436' COMPUTE TITAREA-UI(TTAREA)
440- CONPIJTE lZULT-LN(NZIR.T)
456- COMPUTE WAD ACHO'2NIWAXPACH)
460' COMPUTE TOGWAMNLTOGWAD
476' COMPUTE NINZzWNACNZJT
461- COMIPUTE TT'OMUI4TTAREA
490- COMPUTE PROTO'LI(POTOP
!Ill' REGRESSION VARIAILESsENCoTOOL tMANFW AMATi OOC t INZvTT,PROTO

5112 TUTAREAWAIWAC4,A2LtTOGilW4
WA9' RECRESSIO8I'ODC WITO NI*ZiTT.PROTOvTOCUMI.TITAREA
3w NAIWAHNZILT/RESID-6

Mo54. EGRESSIOW'TOOL 91TH WINZiMPROTOPTOWMAWWUAREA
518. AIWAHKZLT 1)IRESID-6

56& REGRESSION'WANF UlTH MINZiMTPROTO.TOGW UITAREA,
37 NAIRAC~iNZULTII) IRESIO'S
586' REG8ESSIO'WAWWAT WITH WfINZ.TrROMTOitOMAlTTAREA
SW MA! ACII.AULT(W REnID-1
4006 REGRESIONENC WITH HINZYlMPROTOTOWAITITAREA
611. NAINACHMRULTII/RESID-0
4Z#- STATISTICS ALL
636. READ INPUJT DATA
461
659- 6665701 CN NEDE FOR REGRESSION

676'
680.
696- END OF FILE ON FILE FA3
700- AFTER REAING 16 CASES FROM SUBFILE WONAME
710'IINITIAL. REGRESSION 11/14/92 15.64.11. PACE 2
726-
720- FILE - NONAE ICEACED 8112/4192)
746'
75- 4444. * NUL T I P LE R E GRE SS 1O WI04..N
760.
776'
7862 IARIAILE MEAN STAMDMR 1Y CASES
7W'
We6 ERG 1.9659 .7915 16

816s TOOL 1.8012 1.5599 16
0 20- WANF 3.7059 .6547 16
836- NAWT 4.02W .7029 16
U& O0K 4.4697 1.1239 16

c 1 H9'INZ .4618 1.23K 16
046' TT 9Z.5936 18.4892 16
6' FACTO 1.4666 1.67.#3 16

0 866 TWTAREA 8.1946 1.0419 16
Pis. NdINCU .1526 .5718 16
"Is' NEAL! 2.1313 .4871 16o t1es TOOMI 1.2327 .tl43 16

406 UOLATIOU COEFFCIEIS.

Me 96 A VUJE OF 6 IS PRINTED
9"It IF A ~COFIET CASM K COiMP.

61168 Tl. -. 0642

I w1F26 IR" tW29 . 14
0 o w 1626. T .66749 .19543 .9723

top6 Oli .91616 Am66 .71101 .=a66
6ow flU? .39M7 .06171 AUDI3 .4792 .42361

13,No@ IT .46476 r=25 .33133 .36W6 .2W6 -.4626
c.76 ammf V.l1,.V.%Iq #', U
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..... ,4, E4 , .2996 .19 .19,082 .11842 .,9298 -.4516

19: MIMCN .1879 .87448 .40219 .43594 .3"33 .986960
:IN- ZULT .00169 -.48633 -.3619 .15781 .12783 .5ZZ16
111It TOGNI .56395 .33609 .58418 .52470 .41064 -. 24212

1139. 04 TOOL w MAmnAT O PM!N
:140.
1150.
1166m PROTO -. 14642
117. TMTMEA .92333. -.19442

C ,I. INAMCH -. 41839 .45298 -.43174
119s MZULT -. 6653 .35360 -.46350 .58154
ZW TOWMAt .339- .16194 .54372 -. 31386 -. 77487-0 12,19.

29 T PRTO TTAEA MINACH NZILT
1231x

1230$LIN!TIAL RECRESSION 01/14182 15.94.91. PACE 3

1270- FILE - MOSME (CREATED - 01/14182)
1288
129#*###4#44i ULTIPLE RE CRESSIDO .........
1300.
1319, DEP. VAR... OK OTHER DIRECT COSTS
1329.
133. MEAI RESPONSE 4.46969 S'. KCV. I.I2392
1341-
135#- VIARLESI ENTERED ON STEP I
1368: PROTO MlRER OF PROTOTYPE AIRCRAFT
1370-

1360- ILTIPLE R .7591 ANOVA OF SU SGUARES RE M SO. F
13 R SUREA .5713 REMESSION 1. 10,919 10.919 19.044
1400s SID DEV .7573 RESIDUAL 14. 8.129 .573 SIC. .001
1411. 41 A SQUARE .5460 COEFU OF VARIABILITY 16.9PCT
142o-
1430. VARIABLE a S.E. B F SIC. 'BETA ELASTICITY
14#
1450: P9OTO .797 .183 19.044 ."91 .75913 .35315
1461: CONSTANT 2.891 .400 50.146 .NO9
1470.
14".
14"s.
15 4 4 , 4) 4J 4 4 4)4) 4 4 4 44 4 4 4 4 4 4 4 4 I4 4 I 4 4 4 0
2511.
2529. VARIABLE(S) ENTERED ON STEP 2
1530- TT
1541,
155. NLTIPLE R .176 ANOVA IF SW SQUARES MN So. F
I56w. SItUARE .766 REGRESSION 2. 14.526 7.263 21.351o 2579 SM'M BEV .5833 RESIDUAL 13. 4.422 .340 SIC. .M99
13 I J R SMAE .7307 COEFU OF VARIAlILITY 13.OCT

S i169. VEIAILE a S.[. B F SIC. KTA ELASTICITY

1a9. P0NT0 .65 .142 36.97M5 .00 .0234 .3r" JI4
O 14.1 TT .027 .00o 10.441 .006 .441 .55534

1649 CNSTAN ,75 .143 .192 .755
I6SIINITIAL EGRESSION #1114182 15.64.91. PACE 4

267. FILE - BONAK ICREATED - 01/141021
1419.
14"o 4K V44 582. T 4 f L E AC f 1 E S S 1 ON 4. 444444

1790.
17102 NP. VA... OE OTHER DIRECT COSTSC 1726.
4i. I-A W M C Mt MnMlV PW t~o )
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:74#z MINZ

1760- RULTIPLE R .9161 AIOVA OF SUP SQUARS WEA SO. F
1771-f R SIMARE .839 REG SSION 3. 15.901 5.380 28.67!
1796 ST B0EV .5139 RESIDUAL 12. 3.047 .254 SIC. .If
179 8 ADJ R SQUARE .79W CEFF OF VMIABILITY 11.3PCT

1613: ARIABLE I S.C. I F SIC. ETA ELASTICITY
1829',

1I38p PROM .72 .137 V.548 .Wil .68717 .31967
184. TT .134 .08 19.111 .001 .55337 .69684
1os 8IZ .19 .128 5.417 .138 .32911 .03685
11UP CONSTANT -. 212 .774 .375 .769

o 18718
1888.

18 .) |lI I #4 # f ft 4 e 4 f 0 # t # f fe # I f4 f 4 f # 4 #f f 4 ff # f #

1911
1920- VARIAILE(S) ENTERED ON STEP 4
1930- I1ZUL7 ULTINATE LOAD FACTOR
1940.
195- RULTIPLE R .9236 ANOVA OF SU SQUARES MEAN So. F
1966- R SQUARE .853# RECRESSION 4. 16.162 4.841 15.95S
1976- STD BEV .5833 RESIDUAL 11. 2.786 .253 SIG. .I
1984' AIJ A SOUME .7"5 COEFF OF VARIABILITY Il.3PCT
1 991-

2846 VARIABLE B S.E. B F SIG. BETA ASTICITY
2818'

2828' PROTO .691 .141 24.139 .8N .65778 .JI6M8
2838' TT .139 .010 17. U5 .82 .64815 .81619
2846' MIIZ .Z64 .133 3.948 0172 .29857 .02724

( 299- NZULT .39t .393 1.#30 .332 .17293 .18135
2846' CONSTANT -1.478 1.468 1.114 .336
2070:IINITIAL REGRESSION 81/14/82 15.64.0t. PACE 5

2898' FILE - ONAIM (CREATED - 1/14/2)
2188'
Zito4 i # . 4 LUL I pLE REGRESS ON '.*1 * ***#
2120.
2130' DEP. VAR... OK OTHER DIRECT COSTS
2148s
2150- VARIABLEIS) ENTERED 01 STEP 5
2168. TUTAR£A TOTAL ETTERD ARA
2178'
2I- NELTIPLE k .9472 A OF SU SQU S MAN W. F
2190' R SNARE .8972 REGRESSION 5. 16.999 3.4#9 17.446
2200' T DEV .4414 RESIDUAL Is. 1.949 .195 SIC. .8
2218' ADJ R SOUARE .8457 COEFF OF VARIILITI 9.9PCT
228'

o 2 VARIABLE I I.E. I F $I. BETA ELASTICITY
2248.
22 PFOM .616 .129 22.98 ,e! .58617 .27268

I2 TIT .092 .X27 11.897 .06 1.30030 1.89936
27 I .144 .138 1.210 .26 .1318 114
38. z .T 1.892 .4111 5.178 .J46 .47344 .49649o 229. TVTA -.141 .406 4.196 .065 -. 7949" -I.5428

238' CMINT -,.W1n .35! .21M .658
* 3l1INITIAL R IV IIE 01114/1 15.04.01. PAC 6

0m3
22'FILE - 1181 ICUIAl - *tll4133)
2348.

Z3 M o #eo##o oI4VLTI1PLE REtRtSSIOI.i..lll''

23718 PP. V.N... me em DIRECT COSTS

mos

. ..... .. . ...... . .........._ _ ... .. .. ... . . .



245MAIRACH MAIINUMI ACH NMEiC
2410.
2425. NULTIPLE 1 .9494 ANM OF SU SQUARES MEAN S. Q
2435 R SQUARE .9018 RECESSION 4. 17.187 2.848 13.770
244#- STO BEY .4540 RESIDUAL 9. 1.861 .?J7 SIC. .M55
2456- A. R SUA .8343 CFF OF VMIMIILITY iI.ZPCT
2440
2475' VARIAKE I S.C. I F SIC. ETA ELASTICITY
245'

24W PROTO .616 .133 21.149 .611 .58157 .27031
2555' TT .117 .Me 9.255 .114 1.42491 1.79435
2515. 41IZ .418 .741 .694 .426 .69171 .16381
25204 ILT 1.13! .554 5.247 .048 .510063 .5255

0 2M TNTAREA -.739 .447 2.733 .133 -.68929 -1.35416
2540a MINACH -1.645 1.687 .4Z3 .532 -.53160 -.0567
2535. CONSTANT -1.178 1.626 .525 .487

O 250-IINITIhL RECESSION 61114182 15.04.01. PACE 7
2575.

2580. FILE- NOII E (CREATED - 1114182)

2455.N4 U L TtULTI PLE RE RESS OM'4*4*4

2620. DP. VAR... Oc OTHER DIRECT COSTS

243M.264s VARIAILECS) ENTERED ON STEP 7
1451- TOCPAI I MAIINM TAKEOFF GROSS KICHT

2675' NULTIPLE R .949 AMA F SUI SQUARES MEAN SO. F
Z 2485. R SQUARE .922 RECESSION 7. 17.096 2.44, 10.547
249' STO BEV .4812 RESIDUAL 8. 1.853 .232 SIC. .2
2755. AJ A SQUARE .8147 COEFF OF VARIAl ILITY M5.OPCT

C Z711.

2725- VARIALE I S.C. I F SIC. ETA ELASTICITY
273,

C 2740. PROTO .426 .162 15.01 .us .595" .27721
2750m TT .115 .123 .798 .398 1.85754 2.27618
27450 1iNZ .488 .844 .434 .449 .7583 .07112
277a YZULT 1.135 .549 4.238 .174 .40975 .51359
2705- TTREA -I.35 1.423 .494 .502 -.93369 -1.83430
Z7"- NAIMCH -1.212 I.95 .415 .542 -.41673 -.04139
25 TOCWAI -.228 1.168 .38 .856 -. 19%3 -.57294
2810- CONSTANT 1.387 13.24 .t11 .919
2825'
Z28M

O4 ALL VARIAILES ARE IN THE EQUATION.

IMP COEFFICIENTS AN C1IMI. INTERLS.Mo
8U9 lMAK E 9 PCT C.I.

o 21, roT0 .&M5 .2533 .9
MOM8. 1' o1"9 -. 1737 .394
n .o5=M -1.3M4. 2.408
2m95 ILT 1.1Int -. 1357 2.359
294& TuTA -I.585 -4.24 2.2114
M . NUN1C -1.2122 .041 3.17I7

o0 TmUi -.Ju7 -2.922w 2.4664
2995 CI T 1.575 -t9. IM9 31.9740
-S.,

V2& V AINCI INS IC Mui 9 THE M1mN ..IN RECSION COEFFICIENTS.
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3661- TT .63526 .01512
3071- PROTO .91847 .69936 .6:6dq
390p TOGNIAI -. 42337 -. 139H -. 69330 1.36514
3690- TUTAREA -. 329 -. 17358 -. 19115 1.54843 2.62546
3110- KINACH -1.62275 -.988Z3 -. 15367 1.0021f .84771 !.&1Z727
3111- BILT -. 00328 -. 0412 -.63652 .i54f .62852 -.16323
2126.

3130- HINZ TT PTO TO"Al TUTARfA MAINCH
3146.

3149. ZII.T .39132
3170-
31M6. KJLT

3210I111TIAL RECRESSION 01/14/82 15.04.01. PACE

3236. FILE - NONME (CREATED - 11/14182l

3240.
3M&- 41 9 4 . # # A ULT I PLE R E R ES S 1 N ##e
3M.,

3271 RKP. VAR... OK OTHER DIRECT COSTS
32190

3219.I3300- SURIMAT TABLE.

3326- STEP VARIABLE ElR F MXT-R R-SQ CHAGE R OVERALL F SIC.

3330-.
3340- t PROTO E 19.940 .759 .576 .576 .759 19.64 .1
3350- 2 TT E 19.601 .876 .767 .196 .321 21.351 .O
33609 3 MINZ E 5.417 .916 .839 .73 .426 2.875 .8U

C, 3370- 4 #fLT E 1.439 .924 .853 .014 .128 15.953 .
331 5 TWTAKA E 4.296 .947 .897 .44 .293 17.444 4.60
3399. & AINACH E .423 .950 .12 .015 .395 13.771 .9M

C 3401 7 TOCPAI E .938 .950 .9M2 .016 .411 19.547 .02
3411tIIETIAL RECRESSION 114182 15.14.61, PACE 9
3426-
3430. FILE - NOIAIE (CREATED - 01114/82)
3440-
3450- , *..o*. ULTI PLE RECRESS IOK 44...**.
346.
3470-
3480- RESIDUAL PUOT.
3 499.
)51- 1 VALUE T EST. RESIDUAL -2SD #.J +2SD
3516.
33 3U9. 2.995 2.4"9 .106 I.
3530s 2.474 Z.369 .166 1
3549. 3.575 4.39 -. 734 I

o 325 4.413 4.397 .216 1
3846. 6.291 5.99 .269 i
3W 3.441 3.474 -. 04 .1
3 1 4.711 4.53 .153 1
3I 4.211 4.014 -. RA I

56 4.847 4.844 .Mo 3619. L.93 L.93 .02
3629 5.371 5.34 .247 I
3431a 4.351 5.394 -.753 I 1
341, 5.311 5.144 .1'7 1
3459 5.1 5.1 t92 .143 1
36602 5.31 5.1:11 .174 1

o 341 3 ."l 5.494 .467 1
34160
16912 Olt - 141 INICATES ESTIME CALUM VITh Wh STITWED

C. "o B IICATE PolT Off IF M E OF PLOT
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373:
3736f NUMBER OF CASES PLOTTED 14.
3746a NUNIER OF 2 S.D. OUTLIERS I OR 8 PERCENT OF THE TOTAL
375-

C 3 YOU NEWU0i0 RATIO 2.3571A BURIIN-ATSON TEST 2.3978H
3770-
3760- UlMBI OF POSITIVE RESIDUALS
3711 NMI OF NEGATIVE RESIDUALS 4.
3n. N1UBE OF RUNS OF SINS 9.
3616'

C 3W. NORMAL A PROIIHATION 10 SICN DISTRIIUTION IPOSSIBkE.
236 U E A TABLE FOR EIPECTED VALUES.
U4is1IIITIAL REGRESSION 81/14/82 15.4.01. PAGE 11

36W FILE NDUAE (CREATED - 81/141/Z)

C 3N;I864444,I UL TIPLE REGRESSIJOA~e..4..,.'3890

39l- DEP. VAR... TOOL TOOLING
3910-39Z- K RESPONSE 1.6119 STO. DEV. 1.55994

393g.

3940- VARIABLEIS) ENTERED 0N STEP 1

3951- NZULT ULTIMATE LOAD FACTOR
3941:

3970- MULTIPLE R .4863 ANOVA OF SUR SQUIARES REM SO. .
$9ff.8 SQUARE .2365 REGRESSION 1. 6.633 8.633 4.$$7
399#- S1. DEW 1.4109 RESIDUAL 14. 27.866 1. "1 SIG..S( 40: AOJ R SQUARE .1821 COEFF OF VARIABILITI 78.3PCT

4826= VARIABLE I S.E. I F SIC. BETA ELASTICITY
C 4630-

4040- NZULT -1.58 .748 4.337 .656 -. 49633 -1.7%554
4451 CONSTANT 4.965 1.566 1#.134 .1#7

S 468.4040:

4081s

4#9z 4# # # f 4 4 44 4 4 4 4 4 4 1 1 4

41".
4110. VARIABLE(S) ENTERED ON STEP 2
4126- NAINACH NAIIN MAlw NUIMER
4130-

4140- MULTIPLE 1 .653 ANOVA OF SU SQUARES NEAN SQ. F
4150. A SQUARE .4294 REGRESSION 2. 15.674 7.837 4.892
4168. 5s7 0EV 1.2657 RESIDUAL 13. 2.827 1.4Z SIC. .626
4170- ADJ R SQUARE .3416 COEFF OF VARIABILITY 71.3PCT
418.
4190- VARIABLE B S.E. I F SIC. BETA ELASTICITY

4266.o 42Z16 8IULT -2.543 .825 9.657 .16 -.06630 -2.B955
4226. UIUCH 1.473 .763 4.395 .61 .5M99 .12478
426 CSAIIT 6.73 1.46 16.979 .HIo 44&tlINIINTAL REGRESSION 11114182 15.04.61. PACE

4t2e FE KAEUM (CREATED - 11/14/1OZ4 170a

4n& 2 4 44#4 *INt1ULT I PLE I EG ES ION S 91 i0N
4296.o 43111 I. Wil... TOOL TOILING
4216.
4W.N *IALE($I ENEE U8 SlP 3C 4311i2

4356 AU.TIFLE t .72469 H M IF SU SQaRES EM So. F
C 4361 A SBUAE .276 IEIESSION 3. 19.2S 6.419 4.467

4176. qTI XN 1.1919 W4flwML _J2. I t~ AL 162 tyr, 4
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4360-.0 AO S QURE .4#95 COUF OF VARIABILITY .P
439":
44#0- VARIABLE B S.E. I F SIC. BETA ELASTICITY
4418.
442. iL.T -3.m9 .851 13.238 .J#3 -. 96642 -3.4956
443#- NAICH 7.449 3.843 3.758 .J76 Z.73#75 .63115
644. MINI -Z.472 1.692 2.494 .140 -2.12187 -.605W9
44W, CONSTANT 8.186 1.794 .#.813 .H0l
446#s
44m

449.m4 4, * 4 4 4 4 4 4 4 4 44 4 4 4 44 4 4 4 4 4 4

45W9o 4519. VARIAILE($) ENTERED ON STEP 4
4529 TT
4539,

S 454- MUL'IPLE R .7386 ANOVA OF SUN SQUARES MEAN SO. F
455#- A SQUARE .5455 REGRESSION 4. 19.913 4.978 3.3#1
456#- STC DEV 1.2288 RESIDUAL. 11. 16.588 1.5f6 SIC. .15Z
4570z Alli A SQUARE .30#3 COEFF OF VARIABILITY 68.2PCT
4589-
459- VARIABLE B S.E. I F SIC. BETA ELASTICITY
44W-.
44163 NZULT -3.512 1.077 1.,9 .699 -1.933 -3.9645Z

4629. MAIRACH 7.941 4.H7 3.928 .073 2.91194 .67282
C- 44M9. MIMI -2.903 1.748 2.695 .129 -2.3M534 -.74433

444- I' -.J15 .X23 .434 .5Z3 .18274 -.79255
46 CONSTANT 10.491 3. "2 7.048 .822
444 9,,NTiAL IEGRESSION 01/14/82 15.94.01. PACE 12
447#s

468# FILE - NMME (CREmTED - #1/14182)I" 46.4

47s A4444 . U L T : P , E RECRESS 1O N. 0Nt414 0
4710.C 473- DEP. VAR... TOOL TOOLIN

473.
474#- VARIAILE(S) ENTERED ON STEP 5
475#- PROTO UWUE OF PROTOTYPE AIRCRAFT
474-
477#- MULTIPLE A .751# N1OVA OF SUN SQUARES KEAN SO. F

4780. 1 SQUARE .54 REGESSION 5. 2#.585 4.117 2.587
479- STO RV 1.2416 RSIDUL 19. 15.916 1.592 SIC. .094
49W Ali R SQUARE .3459 COEFT OF VARIABILITY 7#.PCT
4819.
4120- VARIABLE B S.E. B F SIC. ETA ELASTICITY

C N 4 XZULT -3.71# 1.148 10.454 J9 -1.1587 -4.18459
49- RAJNAC 8.381 4.172 4.037 J72 3.#723# .719
44. NIZ -3.174 1.134 2.909 .119 -Z.5M29 -.81394o # 4879.T -.019 .25 .572 .467 -.21977 -. 95317
4889. 9 0CC .32 .357 .422 .538 .1594 .M516
400 CIKMIT 19.7M3 4.03 6.99 .J25

* 41MIZTIAL BE E ION #1/14/82 15.#4.#1. PACE 13

4 M FIL - - (uATOll - 1111M

4942 # #4 # N 0 UL T I P L *EI AESS iON 4.4.e# .. ,
499.

0 4969. IV. VE... TOOL TOlLING 
4

4930 VUINL[(B) DT ON SW 4
O 4# TITR.EA TITA. ME'TTE AREA

S3m
* t19 I.VIPL N .7493AM IF SN MNES Es 88. Fo 5125 a $UK .391fE iIESSION 4. 21.44 3.41 2.175
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5W-t VA14IL1 I S.E. I F SIG. $£IA ELASTICIT

C We IZULT -4.351 1.427 9.3X .014 -1.351 -4.9&71
56it NAICH 7.122 4.546 2.454 .152 2.619W .60345
5IN$ RINlZ -2.479 2."97 1.390 .267 -1.96896 -. 63572
51is- TT -. $m .1 ."3 .354 -. 93194 -4.$427
51218 PROO .303 .375 .653 .440 .2986 .33343
53139 TUTMEA ."? 1..64 .616 .453 .607 4.51229

C 5146- CONSTAIT 9.250 4.601 4.42 .075

S1UB1IINTIAL RE RSSION 11/14182 15.04.01. PACE 14
+ 5169'

o 5179- FILE - NIC (CREATED - 01/14182)
511Wt
$I"-teo #aA LTO LT PL E REGRESS 1ON 4 #4 4 o4o4 #

5210 EP. VAR... TOO. TOOLIC r
SZZI-

539t VARIABLi[E ENTERED ON STEP 7
5240- TOC4NAI HIIUN TAKEOFF COSS WEIGHT
5299,

St2- 4JLTIPLE A .073 ARM OF SUR SQUARES REA SO. F
52759 R SQME .4517 REGRSSION 7. 23.789 3.398 2.139
5289O STO DEV 1.266 ESIDUAL 8. IZ.7t2 1.589 SIC. .154
5299' ADJ R SGUARE .3471 COEF' OF VARIMILITY 70.PC

5310- VLEIA I 8I S.E. 8 F SIC. BETA ELASTIC.t'

5331s AZULT -3.955 '.438 7.567 .125 -1.&354 -4.46678

534#' mAIRACP, 9.757 4.999 3.825 .086 3.57665 .8666
(. 5359. PINZ -3'.592 Z.1143 ..Stq .151 -,.,529. -. 92zi,

536#- TT -. 445 .322 1.9f7 .235 -5.27264 -Z2.84837
5370. PROTM .95 .423 .919 .894 .93981 .J6376

( 5389' TtATMEA 5.115 3.72Z8 1.883 .297 3.43938 23.27218
5391 TOCMAI 3.589 3.1l 1.375 .273 2.26463 22.38187
54#0' CONSTANT -31.15# 34.746 .8" .396
541.
5429'
5430- ALL VARIAILES ARE IN THE EOTA'1ON.
5449
545#-,
540.

347#- COEFFIC ITS AD CONFIDENCE ITELS.
5489',

54"9. VMIALE I K PT C.1.

551s NILT -3.9 "4 -7.2713 -.6395
SUP MIN Ai 1.7571 -1.7477 21.2413

o 5533W 1INZ -3.5924 -8.81z# 1.6272
$up TT -.4449 -1.1877 .29w
SSW 7l0 .15m -.9177 h1.337

* 5 TiI 5.1153 -3.41 13.7123
am' To l 3. So" -3.469 1.6469
3W W TT -31.1592 -.1[+#3 44.9747

561#o V iIA CIIVARIAICE 891311 OF TIE LIOMAIZO RECRESSION COEFFICIENTS.

$640 EUNZ o.n,

o 66p Iy: .19672 . .17.9 3

5676, TIM -t.9317 -.9589M -.6424 9.3676d
C 56W TgUtA -2423M1 -1.19123 -. &2= 19.76?61 13.9199

94"s IOWN -1.l'M x.6.M It$?L&&:.'liJ - d7 . 2A OWLt
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57.3. ,ZUI.T .2 0.238' 8 13,326 .1957, 43369
5- 718.

572. .NZ 7 P OTO TO1MI TIrREA PAINACWH
3738-

C 5740.
5756- NZULT Z.4765
5764.
5776- O T

C SJM IIITIAL RECRESSION 31/14/82 15.04.11. PACE 15
5318,

3U2 FlU- N1OM (CREATED - 11/14/82)
58510

5348. il *IIIRIULT IPLE REGRESS 1O0U,,.,4,'e

5M-s84. DEP. VA... TOOL TOOLING
5878,
507b
5898. SUKIART TAILE.
590-
5916- STEP VAIAILE E/R F MT-R R-S C W OVERAL. F SIC.

5923.593- 1 NZULT E 4.337 .484 .2 37 .Z37 -. 404 4.337 .J4
5941- 2 AINCH E 4.395 .655 .429 .193 .174 4.892 .024
596. 3 RlZ E Z.494 .7Z4 .528 .198 .369 4.4"7 .X25
5946s 4 TT £ .434 .739 .546 .018 .253 3.301 .952

P0970, 5 PROM E .422 .751 .544 .18 .U3 2.587 .094
9810- & TUMEA E .614 .769 .592 .#28 .160 2.175 .142

5998l 7 TOGAI C 1.375 .807 .652 .1US .336 2.139 .154
03NIINITI. RECRESSION 11/14/8Z 15.4.11. PA E 16

4920s FILE- WARE (CREATED - 11/14/82)
4838,

C 6404 t * a 4. ULT I P L E REGRESS IOIM#*41441t

6079- RESIDUAL PLOT.

oIs y VAJLE T [ST. RESIDIAL -25 1.0 +25

f11. 6.337 5.151 1.487 1
Wo. -.302 -.151 -.252 I

6130. .713 .91Z -.109 .1
6146s .815 .440 .148 i
4153, 3.014 2.374 .941 Io 6148. 1.411 1.472 -.JI1 i
4176a 2.172 1.9 .142 1
61102 1.609 3.46 -. s7 I

o 415t 1.305 .592 .Z13 I
M& .235 1.117 -.02 1
&UP1 1.844 I.M -.f .TI

mI, 1.69 1.773 -.M .I
AM, 1.221 1.53 -.32 .1
46m. 2.37 .9r7 2.13 Io i , 1.0 Z.T7 -1.09 1
4248 2.056 1.704 .M3 1.

o 2OTE 1 - (*o IIACA13 CITIIIE C .AWTU WlIN NM IIITUTU
2 3I ICAl INT 1T IF NAI OF PLT

6X33. O CMBPAM~f 14.
433.NUNOF2 .. U M to IE *P9U IFM TTAL

0 434.
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0712 NURSER OF POSITIV RESIMU 7.

3W n ONO OF KE41YE RESIRIW 9.
6 3 M9 UKR OF WIRNS OF SIGN 1.

6411s mOW APRIIMTIOm TO SrI IISUINuTION IPOSSILE.
64 USE A TALE FOR EIVCTED VALUES.
4415.IINITIAL RECRSSION 61114/82 15.54.J. PACE 17

6M FILl - NOWSE (CREATED - 01/14182)

47T& Bee. .4e HN ULTIPLE RERSSION*########
4411m

o " s EP. VAR... INW I U AcTuRIN HOURS

6516. EI RESPOISE 3.7559 STO. KCV. .6"46

65352 VARI.E(S) ENTERED ON STEP 1
65402 T0 IPI MIMtltl TAXFlO COSS MIGHlT

636- ULTIPLE R .504Z MICRA O Ii SGAES li SR. F
Mt. R Sam .303 RECESSION 1. 2.194 2.194 7.ZS3
6W- STO BEY Z01 RESID4L 14. 4.235 .353 SIC. .X7
6590 ADJ R SQUARE .2942 COEF OF VARIABILITY 14.8PCT

6 4411s VARIAILE i S.E. I F SIC. BKTA ELASTICITY
6425.
6635 TOCRAI0 .389 .144 7.153 .517 .S18 1.17770
6M4-. CONSTANT -. 659 1.626 .14 .692
6m5.
66651.

6671-468 .. ,i. * ... * . ******,******.**** *** ****
6495.

C 6750- VARIAMLEISI ENTERED 00 STEP 2
6710- IZULT LLTINATE LOAU FACTOR
4725.

C 6730- AUTIPLE A .857 MlRAV O III F SQUARES MEiN SQ. F
6740- i SGUARE .7m5 RECESSION 2. 4.96 2.493 22.41
67W5. STD MY .3332 ES521*L 23. 1.443 .121 SIC. .55

O 67W. AD A S4M .7411 COP OF VARIAILITY 9.PWCT
',775.,

6705 VARIABLE I S.E. I F SIC. RiTA ELASTICITY

6855. TOGSSI .M2 .138 44.847 .555 1.39211 2.W529
6818a NZULT 1.01 .29 25.154 .d5o 1.04254 .76859
6 221. CKUTT -. 58 2.1b 22.164 .555
i8 INIITIAL RECESSION 5/114142 15.04.51. PW 18

6 M FILE - NW (CrOTO - 11114182)

0GM . Wi... ElF iSFKtI1RtA WADS

691a MIALE(t ll an STEP 3

o 691 MILTIPLE a .934214 F SI SWM EMN M. F
6930. It SUE U9 SKSI011 . 5.559 1.16 24.614
69 0K BEV .46 EINIK 12. .845 .975 516. ,w5

O A 6. A IRM E .1114? C ,ET 6 W*IUUTI ..tPCT

6902 VUIML I S I.E. I F SIC. ETA BAR Tl

25. . i , .... .

.. . .. i i I . .5



YOU. NZULT .977 .165 13.634 .- 03 .7Z724 .53579
L 7636 HINZ .1" J" 0.613 .612 .37659 .12484

704 CONSTANT -7.627 .736 19.297 .ni

7050:7061
1670.7676.

C 70.
71105 VARIAILE(S) ENTERED ON STEP 4
711 TTL 7325s

7136, NILTIPLE R .9421 AUG OF SI SUARES NEAN SO. F
7141m A SQARE .8173 RECESSION 4. 5.704 1.426 21.647o 715. I70 EV .2567 RESIDUAL 11. .725 .966 S!C. .00
7160 Al R SQUARE .843 CEF OF VARIIILITY 6.9PCT
7175.
7180- VARIALE B S.E. I F SIC. BETA ELASTICITT
7190-
7266 TVANIA4 ."6 .166 35.38 .n 1.48248 Z.98665
7210. NZULT 1.147 .262 15.948 .96Z .77867 .57368
7220- HINZ .139 .17Z 4.864 .19 .3016 .#1"7

7236. TT -. 669 .67 1.751 .213 -. 26635 -. 23564
t 7248- CONSTANT -8.696 1.868 21.671 .11

7250-11NITIAL REGRESSION ll114102 15.94.01. PACE 19
720-.
7270- FZLE - I10411 (CREATED - #1/14/82)

7Z9196.444 #44 N41 ULT I PLE REGCR ESS 1 0 444 K 4 .
736.
7310s DEP. VAR... HAW/ NANUFACTURIN OAURS
7320-

S 733- VARIADLE(S) ENTERED 0N STEP 5
7340a PROT AM1CR OF PROTOTYPE AIRCRAFT
7350-

( 7360- NULTIP.E R .9464 ANDV DF SU SQUARES EAN SQ. F
7376- A SQUARE .8957 REGRESSION 5. 5.758 1.152 17.168
7386. STU DEY .259 RESIDUAL if. .671 .067 SIC. .000
739s ADJ R SQUARE .8435 COEFF OF VARIABILITY 7.W#CT

74002
7411- VARIAILE I S.E. B F SIC. BETA ELASTICITY
742.
7430 TOC AI .917 .184 24.773 .001 1.37849 2.77902
7446x 825T .931 .94 9.m .616 .69245 .51116

S 7456. HIZ .156 .074 4.119 .7 .2W7 .91644
746s. rT -.9Il .607 1.197 .300 -. 79 -.21I0
7471- PROM .071 .100 .63 .391 .11673 .93815
746a CONSTANT -7.949 Z.041 14.869 .063
7490SIITiAL RECESSION 111/4/02 15.94.1. PA4C 2

o 1510m FILE - MNE E (CEA - 114/102

IM S4 # # * N UL T I P L E k E 9R iE S S i 01N....

- W. Ve... W EIFACTURIO niN s

o O VIAI .E(S) WEED ON STEP 6
7581a TNTrEA TEAL KID A7595.

* 0 7690. 1ILTIP A M AM V OUR SIl M SO. F

761W I . .0190 1ECEUSI 6. 5.7m .963 13.349
7620 MT K7 V .U6 III/I. 9. .649 .o72 SIC. .NO0 76 AJ I lQUME .216 COF OF VARIABILITI 7.ZPCT
7646.
7656. VARIMLE I 1.E. B I C 1. ICT UAST1ITYC 7W'

1476. JP4I I5 IA2
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740 HZIILT ."1 .3" 9. .013 .6"77 .5 1W5
77611- TT *.142 *164 .443 .=2 -1.19733 -1.95929

c 7ZaTVAEA .10 m .294 .6011 448 .95553
"No9 CONSTANT -11.477 6.8K9 2.95 .127
7741-IHITIAL RECESSION $1/1182 15.54.31. PACE 41

C 77.
7We9 FILE -NWMAE (CREATO - 01/t4/$21
"mo, 770 .#*#..,.4,NULT IPLE E R S ION '# 4

o W 139. . VAR... NWl MWATURIMC NOURS

7929 VAIIADEISI ENTEREO ON STEP 7
739. SAI WAIIIN M ODmli

7859- MULTIPLE ft M99 ANOVA OF SUN SQUARES MEAN SO. F
784b. R SQUARE ."929 REGESSION 7. 5.895 .829 16.623
779. 70- 0EV 12794 RESIDUAL. S. .424 .478SIC. .%4
7869 AN R SUARE .8179 COEFF OF VARIAILITY 7.SPCT

79011- VARIABLE a S.E. I F SIC. ETA ELASTICITY
7910s
7929. TOCUAl 1.389 .679 4.192 .97 2.081133 4.21994

C 79W9= MZULT .939 .319 6.539 .919 .69145 W"'9
79408 91HZ -.117 .592 m95 .821 -.2Z2149 -. 0146 "
7959. iT -. 98 .97 .451 .443 -1.42793 -1.43943 ~
7940- P9070 .#45 .994 .225 .48 .57274 X9378
7976- TNTAREA .559 .924 .495 .518 .89562 1.23442
799s NAINACI 42 1.116 .329 .587 .54637 .92576
799W CONSTANT -13.162 7.791 2.921 .124

6929 AL. VARIABLES ARE 1N THE EQUATION.

We49 COEFFICIENTS AND CONFIDENCE INTERVALS.
8076.
00110- VAIANLE a 9PCT C. I.

8199' TOMSl 1.3199 -. 0353 2.9=3
Hex119 IZUL .9294 .1947 1.4

11268 "INZ -.1172 -t.2740 1.0397
H139.T -.9576 -.222 I197
314&. MRTO .9445 -.1710 .2483

8159' TWTmA .5592 -1.3463 2.464
:IA& NiUNA .65 1.9U44 3.1M5o 17.CONTANT -13. 1617 -39.9297 4.5M7

IMP.O W 9IAN /CDV AK N ATRI OFh THE UNIOWALIE RECRESION COEFFICIENTS.

0 a229.11Z n2519
3249. TT .61199 .151

0O n 14N A -. 14272 -j"69 -.0314 .46I1
am79 rmtm -.11117 -. =I15 -.9293 .52371 .&K218o & mo -C .479Z -. 1W4 -. 61809 .3273 M22 1=2274

im SK -1il -W 9 -91232 .9297 .00961 -. 02131

310 low2 TT WeT 78C1111 INTAKA NIAM
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8340. NZULT .11157
8350.
81369, IZILT

8370.

W398lIIIITIAL ECRESSIOU 01/14/i 15.04.11. PACE 22
14102

8419- FILE - MOW (CREATED - 01/1412)
14268

c 4NI oe44444*4eRULT IPLE REGRESSIO4.44.ooao

$all- 0. VAR... R MiAW MAFACTURINC HOURS
O o

849 NIhiR TABLE.
84908
6 11s STEP VARIABLE ElR F NA.T-Rt-SO CIAI f R OVERALL F SIC.
8510*
85291 1 TOCAII E 7.253 .584 .341 .341 .504 7.2M53 .917
1539: 2 MIULT E 2S.156 .801 .776 .434 -.936 U2.461 .099
n = 3 N83 E 8.613 .932 .869 .94 .456 26.614 .9Of
8559. 4 TT E 1.751 .94Z .87 .918 .332 21.647 .00l

C 156 5 PROTO E .013 .946 .096 .M .528 17.168 .W
85710 6 1VTMEA E .296 .948 .899 .9 .101 13.349 .99
8W- 7 NAINA E .329 .950 .93 .004 .412 10.623 .102

C 59IINITIAL RECRESSION 11/14/8Z 15.04.11. PACE 23

8619 FILE - NOW (CIEATED - 11/14/82)

863 ete*a#44I.I ULT IPLE REGRESS IOMo.# e.44 e
8640,
8659.

140-= RESIDUAL POT.
1671z
8600' 1 VALUE I EST. RESIDUAL -ZS 9.9 +2SD

1701- 3.239 3.05 .189 1
8710: 2.526 2.675 -. 149 I
872. 3.804 3.711 .693 1
8731s 3.246 3.311 -. 164 1 I
8740- 4.n7 4.582 .146 1
8759 3.118 3.111 .37 1 .
8760- 4.178 4.111 -. 124 .1

779s 3.738 4 4 -.308 1
8710 4,991 3.941 .111
1790s 2.013 2.773 .J31

o M- 4.412 4.222 .191 1
181t 4.297 4.143 .155 1
11& .611 4.074 -.468
8136, 3.5u6 3.175 , m

no 3.336 3.598 -. 262
111W 4.745 4.711 .134 1

9&0 OR - M1 IICATES ESTIN81E CALCULAIE 1114 NEW INUTITJTU

ow a ICAIES PW I OU F NoR OF PLOT

o its am OF C "M 16.0 M&, RUBE 41, 19.8. NOiffis to I KI1 OF THE TOTAL

W I UN m 9I7o 3.1349 WIl-ATSI1 TOT 2.57m

Mile. OFD MP T P915 IUS 18.
9970 hNO OF 31887191 E8IUE 6.
NW ... -il 1.I
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9666. M1RNAL PROI IIATION TO SIGh DISTRIBUTION tIMOSS1Lt.

91$. USE A TAILE FOR EIPECTE VALUES.

9ZiIIstIITIAL REINSStOt 11/14182 15.64.01. PACE 24
9636.
9m.C "46 FILE MOA IuauaRE c a - 01/14/82

9 6.# J lI* 4 N4. NULT I PLC RE GRE SS 1 0i4 4 .144

I PEP. VAR... RAMAT NWFACTUItING RATERIALS

C ?IN$ NEM RESPONSE 4.92899 SIB. KEV. .70284

.2. VANIALE(S) ENTERED 0 STEP I
0 91 9i1 NURSER OF PROTOTYPE AIRCRAFT

9146.
9"W. IRLTIPLE A .5962 AN1V4 OF SUP SOIMES MEAN SQ.
911W SQUAIRE .3554 REGRESSION 1. 2.634 2.634 7.721

l76. STD BEV .5641 RSIUAL 14. 4.777 .341 SIC. .015
91002 AOJ R SQUIRE .3#94 COFF OF VARIABILITY I4.5PCT

920U2 VARIABLE a S.E. I F SIC. SETA EL.ASTICITY
9216.
922,. PROM1 .392 .141 7.720 .015 .59617 .19241
9l36. COSTANT 3.34 .315 106.754 .MW
qZ41.
9250.
9260.
927 .,.,f.,, 4 44# 44 * 4 &4 4. 4 44 #,

929#- VARIABLE(S) ENTERED ON STEP 2
9366 TOCIPAXR II NA!16 TAXEOFF CROSS NEICAT
1 316:
IW-6 WULTIPLE W .793D WVa BF SUR ShARES REAN SO. F

(7 9330- R SQUARE .6301 REGRESSION Z. 4.670 2.335 11.074r 9340- Si'S BEV .4592 RESIDUAL 13. 2.741 .21t SIC. HEf
9350- ADJ R SQUAE .5732 COEFV OF VARIABILITY Ii. WCT
9360-
9376. VARIABLE I S.E. I F SIC. BETA ELASTICITY
93M6.
93"6. PActO .391 .111 12.47Z 64 94 .1042
9416 TDvdSz .374 .126 9.454 .66 .52414 1.64345
9416a COWISART -.950 1.375 .477 .502
f421sIIITIAL REGRESSION I1114182 15.64.11. PAGE 25
9431.
9446' FILE* WARE (CREATE - 61/14182
945#.

9476.
to 9460E. VAR... RAMAlT MAWACTUI6 PATERuAS
94f6.
91&1 WUEAIWESi ENVERED OR STEP 3
M516 OT IA.TINAtE LOIU FACTOR

MP 13. TMFE A M97 mmI OF SE ShARES EW so. F
95 a a m35 ."a4 K I ONI 2. 445 Z.135 25.479

M BEThDV .2195 RESIDUA 12. 1.65 .J44 SIG. .666
95I . A AJ NWUS -83P COEFF OF VAINIAILITY ?.ZPCT

9166 "we *5. S .1. I f its. SKll ELASTICITY

%0 966. UT .176 .664 4.361 .059 .26813 .6644
0 66 Woo 0541 .666 .136 42.639 M6 1.2467 2.4766

#62& 6215. 1.334 .29 20.716 .661 Q9442 .6725
9636' COWANT -6.961 1.96" 29.U .61
9646

-Aw -. - - - - -
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96- VARIIWE SI ENTRE 09 STEP 4
97"8 6'

c i PKTlPLE kt M 38 ANI F SUN SIU1ARES NEW SO. F

9749 513 0EV .2431 RESIUA 11. .659 .M5 SIC. .000
a 759' AN R SQUJARE .804 COEFT OF VARIABILITY 4.WCT

Mix9 VARIABLE I S.C. I F SIC. lilA ELASTICITY

o w PROTO .131 on7 3.224 .1ff .196 .06454
IOW6 TO01381 .839 .114 52.677 .000 1.17453 2.33025
91118' LT 1.105 .264 16.411 .002 .7519% .54796
9629 N252 .158 .64 6.117 .132 1Z786 .0189
9033- CONSTANT -7.929 1. 706 21.4ff .81
9840-I1ITIAL REGRESSION 11/14182 15.04.91. PACE 26

"Us9 FILE NOWIM (CREATED - 1114/82)
"M9
999'#,# # # M U L TI PLCE R E C AESSI1 0 N # # # #

9MP6 ME. VAR... MIIII KdWACTUIIK NATERIALS

9920- VARAI3LE(S1 ENTERED ON STEP 5

99e9 MULTIPLE R .9574 NOVA OF SUN SIIJARES NEW SO. F
99602 A SIMAR .9147 RECRESSICN S. 6.793 1.359 22.986
" 970a STI DIV .1485 RESIDUAL it. .617 .942 SIC. .96

9980s AIJ A SOM .875# COEFT OF VARIMILITY 6.ZPCT

NM-986 VARIABLE a S.C. I F SIC. ETA CLASTICITY

8629' PlOTO .129 .076 Z. 451 .149 .19225 .15882
9939 TOCIIIAK .934 .177 27.938 .98M 1.3814 2.64424
86402 MY11. 1.140 .212 14.219 .002 .7899 .57471
10503 ff112 .139 .071 3.351 .973 .24415 .J1592
9964 7T -.015 .867 .527 .415 -.13475 -.1177
1979' CONSTINT -4.406 1.978 13.92 .861
US'iiU TIAL RECESIEN 11/14102 1..1. PACE 27

O1die FILE - NNWE (CREATED - 11141121

o & 9129'le.e,,. ULTIPLERE ESIN# ###

9140a OP. VAR... PdT NACflAIU NAIE1IAL

41410 AIMES) n il ON STEP 6
NOW INNER 1TTA NETTED Are

Ron T1PLE 3 A.94111038 I II SImD Eso So. F
I M .9m 11=86E1h 1 u &.68 1.147 19.447

me 929 flKv AM42 am&N 9. .00 .0" SIC. .041
12208 NJ I SIM MI CEST V VARIAILITT 6.JPCT

* 0 240 V8861UK I LL a F MI. 1111 B.TICITI

0 ~ ~ ~ ~ ~ 35 020.9IPI 139 .3 5 17 2.1545 4129107

6299 4M .A .m 5.210 .96 .1 U8 .91397
(1 M&99 TT -. M7 .957 134 Xf7 -1.96121 -1.71340

- . tb mrnL~MS..ML.. I Mit 10A. .... jq= . ,I _&M
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033- CONSTANT -15.739 6.170 6.507 .131
0330,IINITII. RIESION 11/14/1Z 15.04.91. PACE U8
0340-
6351a FILE - INK (MATE - 1/14/12)

1
37
1a ooe*§o#*' NULTI PLC RECRESS I 0Nff .......

S BU. VAR... N T iMW 1CTUINC NATERI$LS

640 VRIALE$) EIS TEIRE ON STE I
94&9= MI4MCH A49JMJ W U NMDER

W& I9 TIPLER .9475 NuV OF SiM SURES EAN SO. F
Milo a SOL .936 RECESSIO 7. 6.936 .991 16.717M& W KY .1435 RolDUAL 8. .474 .J59 SIC. .l
14"s U.J R SKM .5801 COEFF OF VARIABILITY 6.fPCT

14"m VARIABLE I S.E. I F SIC. BETA ELASTICITY

85101 PIOT0 .171 .582 .737 .415 .16685 .134493529. TOgCMAI 1.79 .591 9.249 .016 2.51766 5.#1216
5318 IZULT 1.143 .278 16.952 .553 .79239 .57450

O4.= NINz -. 253 .437 .33 .57 -.44659 -. 02904
956- TT -. 197 .94Z 2.447 .156 -Z.56#2Z -. z367,

561- T' AREA 1.52 .729 2.134 .182 1.56951 2.13918
I 5= R9INCH .934 .964 .944 .360 .7616 .93546
555 CONSTANT -18.59 6.711 7.403 .J26

#619- ALL VARIABLES ARE IN THE EOIATION.

9626.
943#s5t

9459= COEFFICIENTS AND COIFIDNCE INTERVALS.3 669,

1471- YMABLE 95 PCT C.I.

0 949s POTO .0702 -. 1183 .2586
#795l T0W5I 1.7978 .4346 3.1659
97ts NZLT 1.1434 .5l39 1.78399725. 4I5Z .. 2534 -1.2615 .7547
f7m. TT -. 0973 -. 2401 .1441
0749. TUTAREA 1.4518 -.6006 Z.7122
#7M9 AI2RC .934z -1.2855 3.1582
#741= COISTANT -18.25 -33.7346 -1.7g44
3779.

M799 VMI[4CEICM U 4R91 or THI =UlA REGqE IoN COEFFICIENTS.

Nils

11 I .t9i11
M& IT .9993 .ml md

Mile I m -.157 -.3256 -MM .24943
ON* 1i4 -. 0442 -. W44 -.9l3M2 .40147 .1450 iM 45 -.41537 -.AM23 -. 01374 .2565 .221 .9346
9& XKT - .045 -919 -Am .J"5 .76 -. 9t49

* l g 5 TI P91 TU s 15T1.W PAIACI
9919.

w
o W p 7 .57713
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09UINITIAL RECRESSION 91/14/82 15.64.01. PACE 29

I9M- FILE - NOAM (CREATED - 01/141821

19J29=... eU LIP L E R E R E SS 1 0 N *4e

040: DEP. VAR... NAMNT MIJACTURINC MATERIALS

73= SURMART TAOLE.

t91W= STEP VARIABLE EIR F .ULT-R R-S CHANCE R OVERALL F SIC.

111 1 PROTO E 7.72 .596 .355 .3.M .596 7.721 .915
112 2 TOCNAI E 9.656 .794 .43 .275 .525 11.074 .f1Z
1136, 3 NZULT E 20.710 .93V .864 .234 .95O 25.479 .M
1140- 4 H1NZ E t.017 .955 .912 .048 .479 28. 64 ."19
1159- 5 1 E .5Z7 .957 .917 .9M4 .397 ZZ.94 .ON9
1160= 6 TATAREA E 1.482 .944 .928 .112 .119 19.467 .999
1170- 7 MAIMACH E .944 .967 .936 .9US .435 16.717 .J9|
1181sIINTIAL REGRESSION 01/14/82 15.34.01. PACE 30
1199.

Z9, FILE - NONAIIE (CREATED - 01/14/821

1221-=4# I M *LULT I PLE RECARESS ONSS.o #N
S 12311:

1246.
1250- RESIDUAL PLOT.
12691
1279= I VALUE I EST. RESIDUAL -2SD #.J *2SD
1289=

C 1290 3.438 3.249 .189
1394s 2.764 2.022 -.036 1
1313- 3.906 4.9 -. 172 1

( 132M' 1.873 3.844 .929
1330= 5.134 4.853 .197
134#- 3.289 3.252 .336 1
1350= 4.385 4.349 .035
13692 3.911 4.339 -.42# 1
1379. 4.251 4.391 -. 49
1394 3.995 2.994 .114 1.
1396= 4.891 4.37 .163
140x1 4.42 4.53 .1Z5

C 1411, 4.248 4.471 -.23 I
1423- 3.857 3.449 .297 1
14M 3.731 3.52 -. 222

o 1446m 5.244 5.142 .14
1450a
146e ER - Me) IUICAIES ESTIATE CLCAATED ITN EMS SUISTITUTED

o 1470 A I1ICATES POINT OUT OF RANCE OF PLOT

14ND

O f- m OF i CES PM TTD 14.
is&a 1111E OF I S.A. MUDS I OR I PERCEN OF TH TOTAL

0 153M. MS I A A TIO 1.47845 lll-iMT3l TEST 2.32355
* 15W9

0 155. Nilm F POTI 11ESii1S II.

1570 M OIE w OF MES 9.

0 1599, M . APPIUITION TO 51G ISltl NIOU lI ILE.
16& VSE A TAKE FO ESP1T10 V ES.
1tl4iotIITIUL. i tKUI

n  
91l14/31 154.1. PAE 31

.!.. IU L-in .-Itmi _iU 114219 .. . .-
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16 : 0 4 N U L T I P LE R E ' R E SS I 0 N t . e.1661.
1676. REP. VAR... ENC ECIIERINC OURS(- 1686'

169- NEAN RESPONSE 1.65m9 $To. KV. .78148
170:
171t VARIABLE(S ENTERED ON STEP I
172i PROTO MIIKR OF PROTOTYPE AIRCRAFT
173&'C 174#- MULTIPLE R .57#7 AIiVA OF SUN SQUARES MEAN SQ. F
1751s t liRE .3257 REGRESSION 1. 2.984 2.984 6.763
1766, ST BEY .6442 RESIDUAL 14. 6.177 .441 SIC. .X1o 1776. AlJ R SQUARE .2776 COEFF OF VARIABILITY 34.9PCT
1700s
17909 VARIABLE B S.E. I F SIG. BETA ELASTICITYS1866'

181 PROTO .417 .164 6.763 .621 .57672 .43293
1826' CONSTANT 1."1 .358 9.1f8 .009

1840-
185#1866' 14 4 4 4 4 4 4 4 4 4 4*44 4 i t 4 4 4 4 t 4 4 4 4 4 4t 4 44i 4i 4

1876-
18#6, VARIABLE(S) ENTERED ON STEP 2

( 1890' TOCWUAI MAIIM TAKEOFF CROSS WEIGHT
19ff'
1910- MULTIPLE R .0#2# AgOVA OF S SUAWES MEAN SQ. F

" 192#- R SQUARE .6432 REGRESSION 2. 5.892 2.946 11.715
1930- STD BEV .9815 RESIDUAL 13. 3.269 .251 SIC. ."I
1 940 ADd R SQUARE .5883 COEFF OF VARIABILITY 24.3PCT

. 195#'
1906, VARIABLE B S.E. I F SI. BETA ELASTICITY
197#-

C. 198#- PROTO .416 .121 11.844 .ff4 .57619 .43253
199# TOCNRAI .447 .132 11.565 .1#5 .56342 Z.63634
26ff' CONSTANT -3.943 1.512 6.893 .J21
29l1IINITIAL REGRESSION 11/14182 15.04.J1. PACE .

283#' FILE - IOME (CREATED - #1/14/82)

2356 4. 4 l4 U LT 1P L R RE RES S 0 N # 4 ,

267#- BEP. VAR... ENG ENGINEERIN HOURS

2696' VARIALEIS) E BTUU 0N STEP 3
C f 21l6, UZULT ULTIMATE LOU FACTOR

211#'
2126' MLTIPL£ t .96 ANA OF SUl SW ES N EU . F

0 213' ft SaRm .8473 REC ESSION 3. 7.744 2.381 22.234
L146. 11 RV .3412 RESIDUA. 12. 1.397 .116 SIC. .001

o 11 1, U t S R .194 CO OF VARIABILITY 17.IPCT

21M6 alL B S.E. I F SIC. KTA ELASTICITY

o 1ts P0TS .1" .J9 3.767 .074 .2419 .2=41
S 226. T1wi .97 .16 37.46 .00 1.23265 5.76116

z21*E IULT 1.31 .345 1461 .61 6 . 1.4776
0 22 6 CONSTANT - l2.Z6 2.31 8 3.1 l#2 .1

2266' VAIAILE(Si) U 4
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S is- MULTIPLE R .X52 OVA OF SO QUARES MEAN SQ. F
232 R. SQUARE .0559 RECESSIOU 4. 7.841 ".949 16.336
Z330. Slh BEY .3444 RESIDUAL II. 1.329 .121 SIC. .00I
234- AN R SQUARE .035 COEFF OF VMIAILITY 18.ZPCT
Z350.
23460 VARIABLE 8 S.E. I F SIC. BETA ELASTICITY

2370-
2200' PROT0 .217 .115 4.248 .144 .29749 .2567c 29 TOCNAI .8'5 .28 13.917 ff3 1.#7147 5.01359
400- KULT 1.351 .3.54 14.578 .063 .84143 1.438S6

2410. IT .067 .09 .64 .441 .17310 .35545
2429. COSTANT -1!.499 2.530 2.337 .091

0 Z4392I[TIAL RECESSIO 11/14192 !5.64.11. PACE 33

245 s FILE - NONAME (CREATED - 11/14162)

476- M4 t. N U L T I P L E REC R SS I 0 t N i...,4

2490. DEP. V'AR... EC ENICIi EERING HOURS
ZSI-

2510' VARIABLE(S) ENTERED ON STEP 5
Z529. TUTMEA TOTAL NETTED AREA
2330.
240: IULTIPLE R .9419 4OVA OF SUN SQUARES MEAN SO. F
2550. A SQUARE .887Z RECRESSION 5. 8.128 1.6Z6 15.736
25W- STD EV .3214 RESIDAL 1. 1.033 ,103 SIC. .10o
Z57#- A04 A SQUARE .8309 COEF1 Or VARIABILITY 16.9PCT

iZ 91 VARIABLE I S.E. I F SIC. BETA ELASTICITY

4Z611. POTO .:71 .163 6.938 .lt .37177 .Z291
Z622 TOCOOAI -.239 .487 .121 .735 -.313 -1.4672
2430. MZULT 1.235 .235 13.569 .04 .76971 1.31622
26440. iT .129 .074 3.040 .11# 3.05294 6.26895
Z650 TOTAREA -1.431 .859 2.777 .127 -1.9Z§67 -6.15289
2460. CONSTANT 1.320 8.144 .27 .873
2471IINITI. REGRESSION 01/14/82 15.04.01. PACE 34

?691 FILE - OWRE (CREATED - 01/14/9Z)
2700s
V7P N e U44 L*ULT I PLE RECRESS O S441.,

( 2730 KP. VAR... ENS ENINERING HOURS
2741s
2750- VARIABLE(Si ENITMEl 00 STEP 6o 2780, nRtZ
2770a

7 MLTIPLER .94321880 IF SIM SQUARES 1 8NE$ $. F
o 17912 0 SQUARE .1198 RECESSION 4. 8.151 1.358 12.100

IS t DEB .3350 RESIDUAL 9. .416 .112 SIC. ."I
M&0 AIl A RM1E .8143 COE OF VARIABILITY 17.4PCT

11W MUM I I.E. I F SIC. ETA ELASTICITY

o "am .In .111 5.403 .644 .35m2 .26"2
?up MINA! -.114 .? .J64 .Jt -. 23129 -1.127
3070s iLT 1.16 .31 9.324 .014 .72 1.24205
= 3, 77 .16 .1"9 2.211 .15 .3359 5.01854

2990' WTml -1.30t .929 1.926 .199 -1.7474 -5.59954
2900' wig .046 ,-to .297 .6 .97214 .01113o 29110 COSTA? .690 0.315 .006 .941
292001 IITI1L lECEi i  

01/14/11 15.64.11. PACE 35

C F90tILE - 1 (CREIT - 61/04/1)
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Z968.. ... #N U L T I P L E RE RE SS 1 N.... 

29D8. DEP. VAR... CNG EKIKEERIIK HOURS
299.
3618 V4RIAILE(S ENTERED ON STEP 7
3110- RIACH NAIINHACH NUNBER340-

3036s NULTIPLE R .9451 AM O 511 SaME AN SG.
3040g R SQUARE .8931 REGRESSIOh 7. 8.182 1.169 9.551
3m STD DE .3498 RESIDUAL 9. .979 .122 SIG. .if6
3. s AIW R SQUARE .7996 COEF OF VARIABILITY I6.4PCT

380. VARIAILE a S.E. I F SIG. BETA ELASTICITI

3100S PlIOT .271 .117 5.269 .051 .369:.1 .288o
3118. TOGQAI -. 376 .849 .196 .670 -. 47315 -2.^,1394

C' 312-w KZULT 1.177 .399 6.707 .118 .73389 .541
3131: TT .137 .699 2.337 .;65 3.,3341 6.6345S
3,4#- TTAREA -1.469 1.035 2.115 .194 -1.9711. -6.31414
3158 HINZ .356 .628 .322 .586 .56489 .166 5
'160- MAINACH -.695 1.384 .Zu5 .629 -.5W38 -. 5563
317P. CONSTANT Z.521 9.642 .648 .900
3190.3191.

32W8. ALL VARIABLES ARE IN THE EQUATION.

3221P
31.
263240- COEFFICIENTS AND CONFIDENCE INTERVALS.

3258-
3261: VARIABLE I 95 PCT C:..
3271-
326 PROTO .2695 "M13 .5403
3290- TOC8qAI -. 3756 -Z.3343 1.583f

( 330- .ZULT .17 .2573 2.8976
3311- TT .1367 -. 0695 .3428
3328- TUTAREA -1.4685 -3.8543 .9172
3331- MIZ .3563 -1.6921 1.8148
3340- MIIACH -. 6948 -3.8874 2.4979
23 a CONSTANT 2.5213 -19.7140 24.7365
3360
3376.
3386- VARIANCE/COVARIACE MATRII OF TiE WUNOR ALIZIE RECRESSI0N COEFFICIENTS.
3390.
340-,
3410- HNZ .39456
3410. TT .91643 .01799
3430. PROTM .06976 .00439 .11379
3440a TOCU I -. 2273 .put -. 4931 .72141o 3450a TATAREA -. 17428 -. 09173 -. 04817 .82883 1.676.6

460m EC -. 85754 -.#4W -. il8 .5295 .45854 1.91683
3476. IU T -. 00174 -. 00218 -.019 .07948 .0157 -. 03341

3m . 916I TT PlOTO TOCA I TUTAREA nAZINCH

o 33102
352, ZI.T .13923

35W.

31500

35909 FILE - N (CREATID - 111141021

3606a
i&II 44s & 4A.AA..LW .JJ.pj r 0 r r. 0 r c 0 a aN 4 .4 a
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... °.. 
. . ... w . ............

4636- BE-. VAR... ENC ENCINEERINC WOURS

S644'

3665 SUMMR TALE.
3671.
34 0- S7EP VARIAkE E/R F IULT-R R-SQ CWANCE R OVERA-. . 13.
3690
3755 I PROTO E 6.743 .571 .326 .326 .571 6.762 .121
1715' 2 T09515l E Ii.5U .802 .643 .317 .564 11.715 .10!

L 3720- 3 MZULT E 16.0S .92! .848 .254 .592 22.234 .M5
37315 4 TT E .64 .925 .856 .55 .465 16.336 .No
3746s S TVTAREA E 2.777 .94Z .87 .031 .30# 15.736 .555

0 375 i MIZiNZ .27 .943 .891 .13 .323 IZ.1if .001
3766- 7 MAIMACH E .25 .945 .893 .#3 .82 9.551 .0#2
3770sIlIITIAL RECRESSION t1/14/82 15.14.01. LACE 37

c% 3780-
3790- FILE MOAMAE (CREATED - 51114181)

360- 4 , # # #w. ULT IPLE RECRESS 1 0 h ..' e.
3620'
3830-
384#- RESIDUAL PLOT.
3850-
3865. t 641(E I EST. RESIDUAL. -2S6 #.1 *2SDC 370-

388, .542 .623 -.181 .

C 3910l 1.647 1.089 -.42 1
3935' 1.716 1.764 -.152

392 5' 3.466 3.454 .012 .3
! 
1930- 1 .459 1.255 .213

3946- 1.881 1.95 -.114 1
3951- 2.245 2.317 -. i .I

C" 3960 2.,35 2.422 13 1.3971 154 .840 .165 1

39850 2.754 2.256 .497 1
3990- 1.813 2.331 -.518 .

4010- 1.953 2.267 -.314 1
4116. 2.20 1.994 .236 I
452U' 1.917 1.977 -. 06 . I
031s 3.645 Z.61 .384 1

44 50 NOTE - R) INICATES ESTIMATE CALCULATED NI1 MIM NS SUISTITM
45602 R IICATESPOI OUT OF RNCE OF PLOT
4#70-

48W MIER OF CASES PLOTTED 16.
41W M n OF 2 J. OUTLIERS I O PEU OF THE TOTALo 4115
412m E li RATIO Z. 1996 IU31-ISTSo TEST 2.95%84
41369

* 4140m MW OF POITIVE RESIIIMU 7.
4Ml 1IER OF EDATIVE ESIDULS 9.
4We5 W OF 15 I SIS .

04175.
410a4wI .W INA OIIHTIUN TO SIG DISTRINTIO IlOSSILE.
41"s UK A YALE FOR EV 1 VALES.

O 42 1I1IIIT1 O S/14/02 15.54.01. PACE 38

O 4230s CPU TINE EIRIE.. .614 I5

41W
4255
. 2_ TZa TM ..U TIW f k1I*tt m
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103

150.
1I0' S PS 3-- S TISTICAL ACX<ACE -. 'WE cOCiA, $Z~).ZE
170'
IN- VER3oO 9.S --. U : 1979

190

Z,40- VARALE _:ST NI. ' - A PAC- % PEA T CPA

.61- VAR LABE'L %IULT UL"IMATE L.$AD 'A:2N

270: MLIMACW MAX:MUP MACH %5wNBER
250' TtIAREA TOTAL. 47TED WA/
Z90' T GWAX AI ',q -ioAKECFP ROS: WE:GW7
300' PRCC NUMBER Of P!2YVIE ZRr

33Z EK E%."NEZR:NC ROURS1
-I- JD ', 5E; MRE- COSTS!

130' RANNA' PAWUVCT3~ING MATER:4..S/
,44:TM3L TOOLILCI

'30' MAWF MANU4CR:41 H7Jul,

n')0 :jPij' rrRPA' FREEF:ELl
371-0 . CASES6 Kmow%
384' COPPUTE ENR-C' ENC)

~9'co"FUt 3DC*LN. 0C
&ff. COMPUTE TGL:T^L,

LA: CPP.TE MA0VNL04OkAT)

431- C3NPJTE %-AREAzLN:NAREA)
IO OMFJ~E %N2,JLzLMN4Z'LTl

W5-~5p7 ~ MAINAC-zLN(AAImACA)
£43- COMPUJTE I OCWAX -LNNCI O A 1)
470- COP$3E PRC!S'LWFROITO)

£90'TO4NftI,PRGTO#MOA'A %F TWOOLtOD'
501- ECRESSION-00C WV- 4L~ARCWA
110- NAX.PO'CI! 1) IRESID'0

5, - REGRESSIOWANNAT J1,14 4ZXLAC A EA
530z 7 CWAAOPROT5,'; iRES:D-9
540' REGRESSION'PAWF WI1'' NZULT,MAOP.ACLThITAR--
550' TOC.MAI.PROTOII /RE61tP0
540' REORESS2'-TjOl. 9MTH %ZULSN1OMACAv,.TAREA
5712 TOl4AO,9PR3TO(.) IRESID-1
5s0' RECRESS'ON'ENC WIT4 %Z20 pMAMACH.tV4REA
53s TOG AA1PROTOdI)RIDz
ifN- STIT IST~cS ALL
4,610' KAD INPUT DATA

630' I0360 CM NEEDED FOR REtRESS*ON

671s END OF FILE ON FILE FAS
600' AFTER READING 0 CASES FROM SIFILE NONARE
W-011ETIAL RECRESSION 115181 10.25.37. PACE Z

790'
711s FLE - NONAME3 (CREAM - 0t11/2)
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7ZS:
I 6.,.ox 4 II P J . PLE REGR E S 16 

4* f i

79a
751%

769: .ARAILE RM STANDMD BEV CASES
770.
799, ERG 2.1952Z .6179 8:

791: MZULT 2.3413 ,;t17 8

M, IIIMCP .5996 .3916 8

8M9s T'AEA 7.7125 .2813

UP9 TV.WiAl I9.78Z .4486 t

039: PROT0 2.5899 .958t 8

Ma9 "AWA ..2079#9 a
M RAeW 1.852S t.?43, 8

94W: TOMi ".5821 .587*h 8

876D OC 4.22. .8 3
a 80=

8":

91.,: ..'R L.A10h .. EFO2 .E.TS.
920:

931- A VA AE oF 91.10N *:S PRINTED2
94#z :: A (0EF-v ErC :ENuC7 COMPUTED.
95.:
961:

171: k.ZijL' .352E#
9819: PA8P.A!' .562M5 .471.74
99#: VTAREA -. 2,77 -. 1910 .06t.3
:,$#@= TOWA .8148. .33Z6 ,7334 -. 37.4

119c W70 .Mzal8 46445 .116S X511 .282P

10-9 VANfA7 .85521 .514^11 .71,74 -.2938; .?5,156 .3847

3939:11 .8372MT .50645 .135s; - .2494 MV25 .19M,

,l46: TMOL .9'33 .4473w. .46 -.13209 .34.946

p9: 151 .o7287. .33 63 . 5 -.1T74 .7,7p- 7?999

.949=

117P: 5.98 9L
T  

RAI9AC !TTAREA '*, oiAX Pn73

,loll lw99 .989

1121- ON2 .7092 .64829 .84538

'.lNAT AW TOOL

1:171TMTAL RECRESSION 6:/15/8 i1.2,.7. A85 ,

191- F..E - ONME (CREATED - 61151/K)

92 44f4fI I ff ULT IPLE RERESS 1 T ' '4

I29 CEP. VAR... OC 01H DIRECT COSTS

1259 MEAN RESPONSE MZ9217 STO. BEY. .99&O ZW

a 1276% VANAILE1S) ENTEED ON STEP I
I.9M: P9TO 9JN9ER OF ROTOTT7E AIRCRAFT

13U6, RLTIPLE R .79H AUNA OF 0 9GMAE9 lEAN SQ. F

131 R SQUARE .4W RRESSION 1. 3.421 3.421 9.321

.32s Sl BEY .60 RES' Mk 4. Z. M. .375 S3..X:
'336s A t SOAE .5431 COEFT OF VIAMILITY 11.33T

1340a
1350s V9AIIL.E I S.E. I f SIC. IA ELAST'hOS

1379s PR907 .731 .43t 9.321 .1Z .77999 .38473
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'I-

:44#: VORDLE(S) ENTERED OR STEP Z
3451- 'OIINA1 M681WJ TAKECFF CROSS VE:D$T
1461a
1471- PUL".PLE Rt .9168 ANGYA UF SUN MQARES MqEAN S;. F
.48a SQUARE .8775 2ECRES50N 2. Or Z. 4 .9

14W6 STO DEV .11l fES"DuAl 5. .689 38ss .065
100-= ADJ ft OVARE .8,85 OEFF 3F YMAEAg:2 75T

:526: Mj ABLE I S.E. t F $16. BETA A :.

.546z PRtO% .588 1 5 4.U9 .6Z *~4M 594
:5- 7C66PA1 :66 .5:6 16.7s'? .2 .34274 1.66%:
158 ONS'AR' -8.:: .42 5.79s .J6:

:7::::LREvRESS:G% 61,1115.'* :AC55. 0E

:1M6 V-E MOANE tCREATED #111:518Z)

,63- #,444,P jL T L E R E .R E c 5 '4,..
1626:
1631- DEP. VAR... 0DC OThER D'RE7 :OSTS

:1650: VAR*ALEI.S) ENTERED -', STEP
A6#- %ZRvl. ULTIMtATE LOAD FACTOF

1689 MUL-2PLE ft .9441 ANOVA DF S,:i9 L0AfES IEAN S2.
1696- R S56ARE .8914 REESSIO4 3. M21 ;.67, e~a
:76 S~D DEV .3"67 RES::.AL 4. .6:i .1153~ J". 6:
1711- AD,' R SQUARE .8116 COUPr OF VAR:ABIL'TY .9
'1731:
:73#- VAR:ALE 6 S.E. B F S11. BE4k EAS!*:,'
'1741:
',?SO- PROTC .59Z M"6 131.502 L .6 3139 3i3 ' :
1761- %O6VMAX .99! .363 753 .5 48' 178
1771- 40L' .951, 1.3.1: .31: .314 .11511. .4575
:7862 CONSTAN7 -9.,7& 4.54 5.577 .178
1796z

:111 ;-LEVEL Oft 'OLEftA4CE-LEVEL M6UFFICEMT FORt F'JRVER u : .

:1831: ZOEfFICENr AND CONF:ENCE :r0ERVALS.

1876- VAftIAlLE 8 95 PCT Z.11.

18M0 PUOTO .5919 .1447 1.6391
1900- TOCNAl .931 -.1:35 Z.0138
1916' UL .951.1 -Z7449 4.6494
1929:DCONSTANT -9.5736 -21.023 1.48Z#

1946:
1M56 VARIANCE/CDVARIANCE MATRIX OF THE UNNOMKAIZED RtEGRESSION COEFF2ENTS.
1966
M9ot
Mot6 N1J&.j 1.7733
I,"It MOCSI - .15886 .39
2666 ' Q 670 .667 -.61626 .62395
tol16-
22 OZULT TOGA1 PRO70

Was6
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'171: ;: hOWE EAVE - 01I/OL.

ULTP IE R E R E S Z 44.

z::. - EP. 0AA... ODC OTHER DIRECT COSTS

2130'
2140 SUPARY TALM.

Z160- STEP VARIABLE EIR F WUIT-R R-SQ CHANCE 1, VER...LL 'S

ZIW6 I PROTO E M." .780 . 8 0 08 75 " 11
V,"x I TIW..AI E :0.M 87 .878 .269 .7".6 *,.1. Ile5
22ZN- 3 MZUL7 E c,,1 .944 .891 O.#i :,~ .1::
2211o:£71AL. ;EC8ESS:ON 11/1511Z :~ 5* L3

:;36: ::.E MCNAPE (CRE47ED - 0/.SiZ)

L2.68 RES'iJAL PLOT.

T. VAL2E Y EV. 3S8UA -268 M. .23M

2321M7 .1230 4, 47 4*- .25231 113! 3.0; -.176
Z34' 5.^471 5.31 .1 7

'360' 53.1 5. .
Z 5. 5.3#1-.0
Z370- 5.165 5.17 .63.
MI:~ 5.3112 !.148 :
2,9#2 1.9#: 5."64 .1415
34001
2410' NC'E - :0 MIXTES EST:NAE CALCULATED *:T4 REANS 3S.7-M8
l420s A :NO:CATES ;r:NT 16- F RANCE 7F PLOT

2450: VWJf6ER IFV ASES PLOrED a.
246 WIE;F Z S.O WT OT:ERS I CA I PERCEr- Y TOE 74

Z40- VC 4EUPANN W 0 36157 OJRsM-HrSON 7ES3 Z.4606

2510' NUN; 3F $EGA14YE RESIDAS 3
25' MMSE aF RUNlS F 9 7.

2340s NSUM WMOP4A1 TO $34 03TSM£L:04 YSNSSIOLE.
MeAB USE A 'ABLE FOR EIPICTIN 4kLUKS.
W 2 I'UR:TIAL REISSO 1111518'. 1.3.7 PACE 7

Z&I0"M KS EW 4.21M ITS. KV. .4998
210
L VW:MUUSI ErIE! (M $TV I
We7s !NMI1 NI~5I U low 5 (A s iv

1499 MIL:P1.1 .os44 w AnIF IV SOJ16ES MS.
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c/fl K X~~t . Kt.,4tuh .

2716z STS DE 25 RESIDUAL 6. .6 0.2.n
2726' M8 ft SQUARE .8964 C0EV! Of VARIAIL:- 5.31'
273f'
2746- VAEADI.E I S.C. t F 311. BET.' LkAS7,:7

2766' %C4Al 1-496 .196 61.557 3"6 MAUL5 ?.lqs!21
2776: CQS7k -11.832 Z.149 332.36Z 3f,3
Z786'

2956t # 4 4 4 4 4 1 4 4 4 4

Z 836' VARIAILE(S) ENEED ON STEP Z
3846: hULT ULTI AT.E ..IAO WATIR

ZSl: MULTIPLE R .9770 AUG94 OF SUM SMsARCS 9CM S4.
2876: 8 SQUARE .7545 REGRESSON Z. 3.21 1.637 2.6
2881' 870 BEY .1766 RESICUA 5. .15 .0:: : t,.6

2896' ADL R SQUARE .9364 ^GEV! OF YARIABILFTY ±141M,

093- VAR:ALE 8 S.C. k F SICl. BE-

93:TIGiWAI 1.43 .138 71.91Z .666 .:u .62
'906: k62JLT .1 .6f: 4.779 .18, 29: .Z4
,156= CONSTAT -13.077 1.814 56.8-P .86.

ZQ66=:N-7*AL 8518ES834". I3 ""S', :6.25 A

2486'= ;,LE - NOMAPE (fREAED - 9111118)
2996:

3626' DEP. VAR... FAPr KAKUrAZ:'JR1NG II4%RIALS

Wl46 VA:LE:) ENTERED 1N STEP 3
15OS W9C WUNE fF PRTT!S 4,;'84!:

3676: NULT:PLE R .963 AN044 OF Su" S^.tARES MEAR S;,

366' SID REV . 69RESIDUAL 4. .1153 .62,q £1. flz
3166' 04 R SQUARE .9111 COEFF OF W3A11,171 4.6W;

3!29' VAR:ABLE B ss-. B F 53C. CE'A -AS:::7l

3140: TOSSOAD .2 .1-8 76117 .361 .8014 3,37LZ;
3156' 6kIL 1.3346 .379 5.221! .6821 .2Z456 .700'5
7:3'#087 .683 l .676 1.411 .361 .22 .056%*
3:7't CONrA -38 :.763 137.659 .662,

3196z

3216' 4 * 4 4 * * * 4 1 * 4 1 1 a a 1 * * a # 4 f I q a 4 1 4 #

336 VARAAE(S) ENTERED ON STEP £
3240' TNTAREA TOTAL WET'ED AREA
3m
3266' KULTMPE ft .9844 ANOVA OF SUN SQUARES MEAN SQ. F
3276' Rt SQUARE .96"5 REGRESSION 4. 3.325 .831 21.836
3206' SM VEY .1868 RESIUA 3. .,15 .135~ o1r.
3296' AD. ft SQARE .920780!, 0!FFO VARIABILITY 4. 4P 'T
3366'
=316' VOAILE I 6.1. I F 61K. BETA ELArCrT'
33Z3'
3336t TOQUAC 1.365 1 51.969 .666 .87466 3.867
3346' NWL 1.323 .637 4.311 IZ19 .2238 .113385

3356 PROT. .676 .678 .9599 .466 316 .4671
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7r6 -A8EA .,13 -7 .31T .6',& .6: 8 z.ig
3376. CONS7ANT -34.961 3.45Z '.8.799 .612

?4N;- F: - XONKE (CRE41D - 0/115/8Z)
3411=
342t 4 f#4 0 4 1 %1 L F L E E E 3 N8 4 4 i 4
3436.
3446 IEF. VR... 886461 MIAWACTJRSNG RA7TEK1.S
3456-
340-. VALE(Sl ENTERED OR STEP 1
3476m MAIMAC0 MAXIMUM RACV 6488EV
34a86.

* 34"-- W- '.PL: ."6 ANOVA OF SUM SQUARE: MEAN SO.
3m66 R SQuA2 .973 REUGESS:OP. 1. 3.335 .667 :
3516- SID BEV .4179 RES:DUAL 2. .693 .6&? 1. .2;,

k 35261z AN~ R S;UARE M931 C7FF 0,' VARA*.6' *.:':'
35302
3546. SEVAR:mALE 8 SIC i £1. IETA ELA.:'
'1550-
1563- G4PAI 1.486 .334 i9.341 .648 .998*l :

1586' PROT8 .7 .69: 6644 .91 .:93 .:11",
Ml96 %'TAREA .1184 .349 .377 M6Z fell#
'AN-. PAIRACO -. 3:8 .3 71 .111,.695 -. 9,.i

A,:. CNSAr .L 33:5f5 8.317 .1i:

606' AL. VAALES AKE :N T..E EQUATION.

3681% JEF F;E 'S AND '3F:ENZE :o"ERVA..S,
U".
3766' VAMLE 8 PC' C7 ...

76' 8GWMAX 1.4799 .63Z3 Z.K:77
3736- NZUL' 1.4369 -. 84 4.0984
3746% PKOJ .074Z -.3:7, 96!*o
3756- 3I6TAREA .21.41 *l.18913 1.7.31
376#. MAIRACH -.1678 -1.7622 1.41M5
'776. CONSITNr '16.896 -4230162 8.Z796

a8IM: VARIANCEICOVAAIANCE WA- II OF TNE iN AI.2E REGRESSICN f3E-82818'S.
3016.

3636: NM43 .41973
3646. MAPFACH -.1"95 .13730
365#t TiTAREA .6385 -.65636 11
30606 TVGW6Al .11331 - .PM6 .6627-1 .11321
3876 1 .666 Wt" UN77 -.665if - .U747 .He'll

38m6. MIL.T nil"31 WTUIMI 100041 R95Tf

lb 3916.
M-1J11MTAL, REESOI 611131 16.25.17. PACE 36

3946 FILE NONA ICREATO 0 1/15/6Z)

19461 4 4 1 1# 4 "UL T PLEA E 61R08SS 186 .*..e
3976.

SEv P. WAi... WA7 RAIACTIIINg PATER1A6.i

4W.
063- SUMWA TAKE.
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4631- S-EP V4:AB,E E/R rU.-k R-A 744CE 4 OVERA., S:.
9#40

4All 1 TONAl E 6 1.5" .tll .911 .9-1 .915 &..!7 .66I
to49z Z kr.,v E ,0 .977 .91 5 .43 1114 .58S .5#1
117#- 3 PROTO E 1.461 ."3 .96 Z .347 i;.*71 31'2
A - I ATTREAM E .367 .985 .961 .613 -.ZIA Z f..| .|2.

494t 5 AIPACH E .,'5 .9"f .97:.J13 .7!, 6 ' .68
41Nf;14T7,A. REGRESSION I(S/82 19.25.57. :t,-* 2
4111a
416Z# FILE - NONAKE (CREATED - I1J1518.1
4131
41 t414#x44 JUL P LE R E I SI it 1.1 .. 4 4 4f4

4146;

4171; RESD'.,AL 50.

£196: I VALUE ' EST. RESIDUAL -2S 1.3
:.114

4216: 4.66Z a. .
92s: 4. 6 4.75z -.Z%

£46: 4.8!7 7.51. .17.
4276: 3.73. 1.763 1 ,67.

4986 l.6 5.1-L .z..
4296:
4395: NOC - W INDII"ATES ESTIMATE CAL:ULATZDT k iMENS 52131:UTED
4319- R *,DO:AT'S PCT OUT OF RAN2E OF '1_0*

43£g:- NU953 7! CASES PLOTTED S.
1'9: %UMBER OF i. S.D. OUTLIERS I 9 6 IPERCENT :t' T4E T.,

£776-;O 40£ NEMANN RATIO 1.36491 DURD:£-gArS7T£ TEST

4391: NUMBER OF ' 'cTVE RES:DUAL' 6.
44#0: 4I0SIER OF NEGATIVE RE55:tJALS 2.
4416: NUBER OF RUNS OF S:.N 5.
4421:
4431- NORMAL AFPROXY.471N TO S1C.* BS RC.TIOW :NOSSIBLE.
£446: JSE A 'ABLE F7R EIPETED VkUES.
445W ' N:IAL REGRESSION 91/5/8 :.2557 PAGE
946z
£4?6 FILE NOWE (CREATED - 6111!182)
44916-

"- f f f ! 4 0 t V ., L T : ; E R E C E $ ; ' I #
£596.
153.1 DEP. VAR... ,ANF MANUFACTURING v/OuRS
4521%
4536 MEAN RESPONSE 3.83Z31 STD. DEV. .64337
454.;
454a VARIAILEISI ENTERED ON STEP I
4541% TOCIIlAX WAIIMU, TAKEOFF GROSS IAHT
4576x
461; MILT'PLE R ,1l5 4ORA OF SUN SQUARES REAM SQ. F
45s R SQUARE .7964 RECRESS:OP 1. Z.308 2.308 23.493
,6$: ST IIEY .3134 RESIDUAL 6. .509 .I68 $:G. .1
461- A04 A SQUARE .7427 OEFF 0; VARIAILITT s.IPCT
4611s
463#m VARIAILE I S.1. t F S19. ETA ELASTIC',!

456s TQIt 1,2I9 .264 23.4q. .043 .89256 .5822
4462 CONSTAN. -9.949 Z.64 12.1"4 .13
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LI,,.:

4766: 4 4 4 1 0 4 4 4 # 4 f 4 4 O I f f f 4 # i ft 4 4 4 4 f 4 I 1 4

£716:
£72, YAR:4lES) EWERED ON S'[P 2
4731- kZUL- Wlt INV'E '600 ;ACTQR
4741,
4756: NWLIPLE Rt . ANDY&4 OF WU SQUAES KEAK S4 T
4761 A SQUIRE .8748 REGCSS[Ol Z. 2.53! 1.267 17.4 ,5
4770: STD BEV .2694 RESIDUAl. 5. .363 .171 .006
4700- AL R Sf,1&D .8147 COWF Or VAIAII22TY 7 .6PC
4796:
4666- VARIALE I S.E. I. F :1 , E A ",,A,."

4a26:7Town 1.139 .241 Zo..2w .0#5 .79381 ',6t
436: 61auk: 1.6 .1 V .1^47 25 .8
W ITll: OASTA. -L.Z .77 .G:i .1#7

4851:IIMTIAL REGEMSS1 .4 "::1/6 ;I ! 2E 2
&'-h1z

4871 ;!LE - NONAE (CREATED -

ZZ11:Is"- 4 4 f P 6 L T :L E R E R LR S 4 4 44 4

£966:091I: Dip. .RM... WrPFCUI5 f1R
4926.
A936: VARM:LEtS) ENTERED ON STEP
4940: 4T4ARE TOTAL iETTEL AREA

1961= 01LTtPLE Rt MV28 Wyk4 V SQUARES 70%A S;.
071% ft SQUARE .844 REORESSION 3. Z.!%1 .M 9.61,

£986- SlD DE .294S RESIDUAL A. .34 . 48 6 , Z
i9i6: AL R SQUARE .7907 COEF; OF VAR:ABi2:7 7.0-
5001%
If3-: VMRALE I S.E., t F S".. Wl
50232
5136: TXC4A 1.181 . 17.40 ez5sz
364- 42UL' 1.468 1,101 Z.5% .184 .19£11& fl:
9106: *TAAEA .187 .436 .139 .687 J.6.2 .1746.
,"6: CONS'NN" -4,:2 5.iL 7.14 .67

5:41,4 4 # # # a 4 4

5:Zl VAARAI ,ES ENTERED ON STEP
53': POTO NUNVIER OF PROTOTPE AIRCRAFT

51512 MUV'lF.E At .9M9 411096 OF S39 SQUIARES "EMl SQ.
5l1- R SQORE .68017 REDRESSI13 4. 1.5S3 .642 !.19:
52702 Si E V .3Z86 fES:DUL v. .343 .1:4 :11. .094

5161: AN R SQUARE .724 NEFF OF o AR114A*L'y 8.9PCT

5191:
5201- AMIABU I S.E. I F SIC. BETA "LAST:"

SUB:& Tufi4t 1.14 .342 1.471 ,42 .B1ZZ7 3.,6065
5236 NZJLT 1.L6 1.153 1.94 .255 .219.7 .9 i3z
5246: TTAREA .X73 .49 .11 .1Z .1711. .q452
5256: P10O0 .024 .14: .3, .067 .03118 .117:7
S246: OUSTAIT -13.e98 64.4 4.9M .112

RMM.G SSIN 1115oll 11.25.17. ,AGE 34
5266.
52"6: FILE I N (CRATED - 11/1518Z)
5362
53x44 4 # 4 44 U N T PLI L.E Ef t C 55 R E S 4 S N #

5336t IEP. VAR... AW mUFACTURW 4 WRS
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35$z 4 A RLE1Sl LERED ON STEP 5
5361= 481R6CH Mi:UM0 ACH UER
5376:

5386. WU, PLU R .9",6 A8OA F SU SQUARES MEAN F. , P
539W Rt SQUARE .88Z8 REGRESSION Z. .58 .51, ^331
540#- M78 DEV .430 RESIDUAL Z. .341 .:718 S..Z68
5416: ADJ t SQUARE .5X98 COEFt OF VARIAB:-ITY I1.7PCT
54Z16
5431 VARIALE I S.E. I F Sic. BE*A ELWSTI-1

5441-
5456: TOCUAX 1.3IMI .36 3.739 .191 .8,779 1.44-3"
544 NI.

1  
1.69Z 1.*5. 52 .379 .31947 ..31.

5476: TNTAREA .Z"6 .661 .699 .783 .191C .1:W..

54m: P807 .124 . :71 .32 .963 MS,'2 .3A
5496z NATRACH -.#95 .711 .*616 .914 -.15814 -

5300: 204KTSA7 -1aJ89 "*.160 ,.'7 .318

15'.1

5536- ALL VARIAILES ARE IN THE EQ'JATON.
554#:
5551:
556:
5571- VFF;CIENS AND CONFENCE .ET.ROLS.
3586:

359: VARIADLE 1 95 PC, :. .

54": TOCNItM 1,.123 -1.317'. 2,77
54.O= 622'. 1 ..922 - .,81 4". 2'89
50#6: "4RLEA .177 -A.,311 .OW65
564W= PR-3 .J.45 -.771.I .7016

5650: ,A C -.9' -3,1097 ? .193
541: C0Ar$T -:4.989* -6:.5767 3Z.591
5671:
'5606i:

5Ulf- YAR3AWE/308AR334E P988:l IF TH 'a'WNR4LuZE: RE;AESS:Okc~~r*s
5136:
573:
5723: ZILL .Z.2168
5739: NI394H -.39:56 .A91
574- TAAREA . 139 -.17980 ,43653
5751: 3014681 .OA31 -.3343, ,2242 .4647k
,71 PROTG .6691 ,.33 -. 612 -.Z69 .31%.

576:
5780: KZt1LT I AAl9AA T4TAREA T-3041 Wft"

583:|3.IEAL RERESSIOK 1141:53 :1..57, PACE :1
583.I

5636: F'LE - NONKE (CREATED - 0,1'518Z
5040.
9951i6oo #* * R.4 ULT PLE RE RE SS0W, S4 . .

5673: WE. VAR... %AM R6IPFAC14RIAC HOURS

59W. SUMARY TAILE.
5913.
5 9M STP VARIAILE EIR F 07ll -l CHAU M R O L i... r:G.
5931:

5946: 1 TOVG, E Z3.49 .8193 .797 .797 .893 2.193 W3
5959 3, O3LT E 3.12I3 .935 .175 . %78 .5 , 37.45 .N6
14 3 TItAREA E .Ill .3M .666 A& -. 245 9.816 .026
5i7 4 PROtO E .133 .9M9 .At .61 .Z6 5, .191
591: 5 PAI8M E .68 ,940 .J1 3 .l1 .736 3.11B . .68
599*:,%j:TIAL REtCESSOII $1i1.18: 11.25.57. PAGE 16
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613: F'..E - W kANE (:REAIEE. - 11518V

636-NU .L4,, I P PLE RtEORESSIO 6 4 f 44
6641.

6641: RESIDAL Vl-V.

617#- 1,27 4 ::

661: 3,1.9 cvE. RES-.A. -ZSC #.1 .2.0

6?6: 4.791 3.993 J698 1
&111-- 2813 Z.798 .665
61?6: 4. 9. ̂  4. Z" .1116
6136: A, 97 4. 13 18
6146: 1. 6#8 4.1 Z9 -.526
6130-- 3 652 3.41, .- "

b 6166: 3,336 3.S61 - *I7
617# 6: W7 4.685 4.17
6111:
6199- NOTE - (4) *,%D1ZATES ESTIMATE 2.ALC .ATED : 97 44 0-- 8S
6306: Rt 1ND:^7ATE FJIST OUT' V RANCE IF PC
6,1:
62.2.6
62.7: NMBSo IF CASES P-TTED S.

6246: NUMBER OF S.D. OUTL:E~ Oft 6 PERCt04' OF -E -Z4L

6Z,6: WRI1ER OF P06'1VE RE- O .AL. 6.

629": M94OV Of NEOA'IVE ftEO:DUALS Z. '
63;11

613. NORMAL APPROIPATION 'I S:; o m o.:'OS:
36- USE A TABLE ;OR EXPECTED VALES.

63446:OE*T*AL REGRESSOk K115/182 3,25.57, PA0E IT
63w6:
61-: ;. NCWE tCREA700 61115182.)
61711

6396- ULT PL

6466- DVP. VAN... '301 TOO04

44?1:

oil-

642.6 NEk RESPONSE 1.58223 SID. E. .58731
6430:
441=: VAE:AI1E(S) ENTERED 00 STEP 1
64m.: PROTO NUMBER OF PR!TTP-^ AlRRA;T
6461=
6471: NULIPLE Af .79:4 ANOYA OF SUN S4UARES N-140 SO. F
6480: R SQARE .6163 RECRESS;O 1. .512 i2.,Z ;I,56
44"s ST1 MV .387P RESIDUAIL 6. .9t .151 SIC. .0.1
Ma66 AlJ R SOUARE .560 COEFF OF VARIAIIITY 24.3PV
457#1
6521z VARIABLE I 5.E. I F SIC. BETA E.AS7!C

4546: PtOTO .44 .153 11.656 .119 M141 .79571
Of%6: CONSTANIT 3.3 .4tl .591 .471

6571a

459: * *~ 4. *~ 4 4 4444 44 4 # 4 4 44 4 4 4 4 4 4 4

4416: YAR0AILE IS) ENTERED ON STEP Z
6426: MT. ULTIMATE LOU FACTORA

4446 MUTIL R .8854 64044 OF 0)16 SOWS41 914 SO. F
4456 At 54064 .7640 6104155104 2. 1.193 .947 4.172
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"70- 4tj R i;.LAl .973 CO- Oi VWAI5LI1' 4;C7

4499w qN49,8E I S.E. I F BET. A ELA5:Z
4799:
67193 PRO'" .471 .1N 13.5t .014 .761,9 .7093;

473- NZUL" 1.98 M .949 3.649 .114 .3979# Z.UL4i3
4',39- l.kSMT -4.294 2.44* 3.Lot .139
674 -241tIL 8E1!IO5101 I/-. 1.2,.!, , I 11E -,.

67# F..E NNANE (CREATED - 11519:
4771s
67U: .44444 L4N . IPLE R C A E S C It**44

) 47W,

689-' DEP. VAR... T3OL TOOL'N

68: VRIRILE .) ENTERED )q STE 7
839: !OWAI PAINUPJ! TAKEOF 9'5 SE:10
4349:

Wlz9 MUL',PLE R .9035 *8088 DF 5~l SQU8REc NEN :9.

,86#: SQUARE .82,35 R or 8M 3. W.CT4* I":-,
t-l ALq QUARE .6111 COEVF OF 4ARIA81L1P 211.*.p'7

l V- AR:ALE S S.E. I. F S1,. Ir'A A :7
6919:
93: PROTO 135 .'5 1.4 ,32 .71 11..5 .:.7.

6939: .9ZL7 1.44 1.113 ..74 .A .3&86 , 1,I'71
404: *OG84Al U27 ,399 .895 .9 Z1936 ',)TM
6"#: CONSTANT -6,4. q 3.37 3,67# .

6971:

7010: VAV*LCUSI C4ERE 04 STEP 4
70219 T'4TARA TVAL ETTD AEA
7131=
714: UL I C"E R .91 4 ANOVA OF 64J5 SQUAREZ KCAN NQ. S

7#56= R ~iMER .8288 RECREU',ON 1. 2.141 .5## 1,649
7#66- M78 BEV .3713 RESIDUAL 3. .4,. .13S .159
7970: 404 R 3.U .6994 COEFF OF VAMI48LITT .3.3?CT
7140-
7090: VARIABLE I S.E. r F SIC. DC7A ELASTIC17

7109:
7'13: PROTO .t8 .155 7.635 .17f .696M 11
712= %ZMJ.T 1.6,7 1.3$ 1.651 .ZS9 .32589 Z..11t
7,3#- TOWGN41 .333 .376 .78Z .442 ,5498 2.24798

7141s UTAREA .,67 .549 .092 .761, .973 .8"31
713#- CONSTAN, -. Z15 6.861 1.434 .317

7160=tIITIAL REGRESSION 1115/82 19.257. P-vE '
7171:

7199 FILE - O E ICREATED - M/115/82)

720- 44 4 4 ULT I P L E RECRE S S N 4* * 4**
7Il9:
7tl9 DEP. VAR... TOOL TOOLI K

7*,9t

7249' VARIAUILS) ENTERED 0N STEP 5
7N9, NIANACH RAXIPIS RiCN RAWiER

7Z79- PIkIIPLE R .9.16 NOVA DF SON SQ UAES MEN $4, F
7Z8: At SIUARE .8311 RERESSION 5. Z.067 .41 1.966
729z S"1 BEV .4518 RESIDUAL 2. .48 .314 SI,. .371
739#1- I R SQUARE .4#67 COF OF VARIIIILI79 2.59pt
7310--
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!346- PfTO .46 .P9 5.106 .!11 .69388 W"?'

7.'38: 4Z;- L7 1.728 1.658 1.87 .497 .14z,'" :.56'7
7368- " 8r .%204 .697 .36t. .65P .32104 Z. 61
'7#z T'7RE? .2 .7' .17 .79t ..085 i.#4#6
73M6: KAXPA. -.,Z7 .7,8 .X7 .884 *.8&96 -

73"-'ONS'4N' -9.071 14.123 .636 .91
7401'
743:

.3: A'_ .*.:ALES ARE 'N THE EQUATION,
7431z'

744,'
7451-
7466= CGEMICEXS AND rCCFIDENCE 1rERYML.
747#z
7480= ',AE8E 8 15 PCT

753' 41ZUL7 1.7282 -5.4537 8.666
7525 :,A1 ,398 -Z.584 3..1.3
75316'o-AREA .Z2,4 .292. 3.329

'!'1- e34ZT4 -. 6706 -6183, 4-40076

7561=
757,-
75PA- 48hEAR:ANC ?AI RATq91X OF TWE Ul08PRALU22 RE.RES-3x 3~:E $
759,2
76W5-
761.- NZULT 2.7741
763-' PAXRACH -.4704, .168
76306' AREA .1^462 21 .52W"
760' "304AI; 159 -.4144 .1939 .19.,27
763' PRO'. .049 .i5760 -. 42.99 -. 33.* .63556
7660'
7670% NZ'.'T RA8ACH TTARE'- ;!,7;W" ;ROT.
7680-
769P'
77? 5' .u ;"1AL 8E;REStE Ok 11,11M :#_2.157, P1,; .t
7710'z
772P' FE -OM 9049 CREA-ED 11816,
7730-
7704* ,4UlL . 4 T ;P ELE AECRES : A0 f 0 f, 4 4
7751-
770' DEP. VAR... TDOL IOL'M1
7771
77W'*
779 6 M.JU ARY TAILE.
7800a:

7811 STEP VAR'BLE ElR F M 'J-R R-52 'HANCE R OVERALL F C..

7m33 1 PROTO E 13.056 .791 t .6.6 .791 11.05t .11,
73*40 2 MZIJLT E 3.64S .885 .784 .158 .448 1.011i Wu
78051 3 TOWWI E .895 A937 .SZ3 .41 .5.8 6,ZO. .155
7041% 4 ThTAREA E .3PZ .1 .8Z9 .M5 -. #33 3.630 .:37
7873' 5 MIMC1 E .127 .91. .83t .012 .468 1.968 .371
7T ILT . RECRESSIO1 5115/82 1,,557. '4E 2?. .

7915 ' LE - (CREATED - #111"18.1)
7916'

7931'
7944%7161s:7953' REIDUA, PLOT.

7973 8 H&1i9 8 I EST. RESIU . *8 0.3S;

149



790 8#,~5 i176 .Z9

;$,Liz 1.696 i.769 -.PS6

OP0z 2 -07 Z.fi: .171,I
8610- 1.610 1.439 .15.
e01- 1.0,6 1.145 .1

,@='
:13-: 8URER Of CA"FS P071"E C.
8'3#- NUMBER OF ZS.D. cri.:EAS I OR I PE0CEV 7F '4E -.7.A.

9',3#= VIN ME!"KANN ,A7:-) .1.1K: IJE1-A~
^:1#
8171- NUMBER VF POSITVE ;E IUAL' F
318P 4UPBER OF %ECA-VE RES'N1Wc
81W0 MOBAER 7jF RUNS OF SISAS 1.

6211- NORMAL APPROXIMA'-ON '1 3 0% :STR:S,,K':o :PC-S;3o..
8Z3-' USE I ABLE --GR EIPEVTED VAL.:..

P^tz -FLE -0AM I REWED 11-3/58V1

S9'DED. VAR... EhG ENGPEERIX. AC.3

M~:fEAN kESPONSE 1.115P. OTC. DEV. .6179i

'833- VARI VILM): EMM"3: 3M S*E;
s40:= TO0QPAX A:5 TAKEOFF 3005 SS o
C33#-
OS§ PUIPtE R .814 ANCYA OF SUP SQUARES NEAN S;.
8170c R MQARE .6039 RE3PESSION 1. 1.7I'M 1.5
M3l6 578 LEY .3869 RES:DUA, 6. .898 .5.9 .:4
0391-- AW R0 SQUARE .6079 COEF; OF VARIA21-1 18.140
04W:
8411: VARSALE 8 S.E. BS:l . BE'A E1LMT7::!
Mot0

8430- TOGMAX .t .326 1.8513 J14 .81,81 !1,7&8"3
840- MNSAN -9.997 34.511,8 .071, X09
845#z
846#-
8471:
8480: # f 4 1 f # # f 4 # f 0 1 # 4 444 4444444444

84"X
OW Y' VRIAEIS) ENTERED ON STEP Z
85I0 PROTO MUNIER OF PROTOTIPE AIRCRAFT
8520:

tA 8ms MLTIFLE R .07',l ANOVA OF SUN SQUARES REAM SQ. F
8541s R SOUMME .7567 REGRESSION Z. Z.128 1.014 7.86,
8550: 5TO BEY .3591 RESIDUAL 5. .645 I129 S3c. .0t
M-40 AEVJ ;SQUARE .6422 COEFF OF VARIABILITY 17.*.PC!
8570:
Ms86 YARIAILE I S.E. I F 538. BETA ELASTICITY

060a TOCAA .990 .315 10.064 M05 .72426 !.3991
8m10s PUOTO .207 .148 1.965 .220 X3197 .253,41
84Z#: rONSTAN -9.189 3.315 7.6K2 .139
8630:IIN:TIAL REGRESSIO1115R2 1.2.7 PAKt 13
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S69-6: -E - OWA !CREAEC /58

M 6:e44 44 N L T P LE R E R ES 0 O1 4 10 10 f a

;86T BD,~ VAR... E%G EXCINEERtIG 43,S
8766.
87.0= VARIADLEtS) ENERED 3A I!EP
67,0: MAIPACH MAXIMUMA MACH WUNER
8731-
P746- 'JL-PLE R .8074 ANOVA BF SWIR C.:JARE3 PEP, 1;-
B751- R SOMAE .78'& REC;E"I361 3. 2. :6r5 .713 A3
8760- STD BEV .1769 RESILIAL 1, .568 ..4,E~ .67
8776s ADJ Rt SOMAE .6,36 CE8 OF JARIABILI7) 17.irC7
876
8796 VAR149LE I S.E. t F SIC. BE'A EV$S:7!:

8811-:T006AX -61 .492 t-612, .16Z3 *3%
8736: PRM' .117 . .% 11.76Z .25 .367 .355
5;3: PAXPACH - .445 .953Z .546# .5031. 75.14
884: CONS7AN -11.pzi 5.10^1 M.91 .677
8856'

889P:
89K:- YAKABLE S) ENERED 04 STEP 4
8911= AZULT ULTN~TE LOAD FA7.74
8936:
8926: PULrIPLE R .90", 4884A IF SJM SQ!UARES KEAN SQ.
8946- R SQUARE .81536 REGRESS:Q 4 . -.'-so W54 *.:37
89M@6: iD 3V .4653 RESIDUAL . *401 .64 :.-7
P666 4DJ Rt SQUARE .5697 COEFF OF VARIA81371 3V.3P
8976:
8986 VARIADLE 8 S.C. I F s533. K'A ELAS:-::y
"991:
"to%: TIC48I 1.176 .53.9 5.8111 .895 .92,651 653677
9616: P8070 .~l. .167 1.59t .2 .1286W Z5;7:
9626 NAINArA -.F38 .61.5 .77S .44A - .354;
9016 KZ3JM 1.661l 1.478 Me5 .547 .!9#51 .33
"64#: CONSTAN -14.114 6-131 4.885 .114
9156:3IAITIAL RECRESSION I1/15183 111-5.S7. 04I6 :4

970: FIE - NOOKN ICREATED - 1/13/821

f 0 f a~4 f l3 4 6TIPLE R E CR ESS ONa ,.
9J#6:
916: 88?. VAR... ENO ENG3NEERIKC HOURS
9:129:
9136: VARIADLES) EK-ERED ON STEF 5
9146: TMTAREA 707AL QETTED AREA
91W6

() d 9146' P LE~' R .9082 ANNVA OF SUN SQUARES MEAN SO. F
9176: ft ShAR .S240 RECRESSION 5. .26 .441 1.683
9866. STm KV .4839 RESIDUAL 2. .468 Z34 Sic. .1814
9196' AD.) f SQUARE .3848 CIEF! OF VARIAILITY t3.69CT
9266:
9216: VARIAILE I S.E. I F SIC. DETA ELASTICITY
922S
9236 TOCMAR 1. 46 .747 3.540 .261 1.11641 1.199,18
9216: M805 1961 m26 m96 .4 .31638 .,447q
9256: WAIMACH -. 642 .63 .448 .565 -.42057 -.1837
926#2 NiULT 1.0M4 1.776 .360 .619 .2629 1. .18671 e
9V76. TPAREA m25 .774 .115 .776 .11425 .92257
9286l CONSTANT -17.414 12.98B 1.839 .368
9Z2

15 1



933-. AL. iCAKLES ARE N4 TAE EQuA'O,.
93z6

93 591 (C E 271'EN" ANWE C.OFKiCE IN'rE81Le,.
9346*

9376. VARAILE 1 95 PPT :.I.

9 AWA: A1 1.4656 -1.896 4.62
9469- P% .29 Le6 ft -. 6 69 1.7
9416. iNACil -.66" -4.2119 Z.8778
943. KZ1JLT 1.1436 -6.573 8.7906
9430- TA'AREI .. 1 -3.865 3.591Z

9441. CONSTAW7 -17.6,44 -7'1.197Z 38.3684
9431-
9440--
9171- ARINCE/^PVARANCE MATRIX ;F THE MORMAL.:" P 2EVS:.. .

1486=
9499.

9510: NIUL Z. .5364
95 19 MAINACV -.53997 .6704
9Mot. TWTAR .:41168 -.14793 .0179
9539. TOGVFAE .11485 -.44378 .39922 .'18:7
9541 PRCTO .0519 .1187, -.92517 -.13681 .MISS5
9559.

956: NIULT IAI9AK- T67AREA TOWN1~i) P2TI
9579.

9586.
959 -1:14NA RESRESS2Oi 6:1:1182 I6.5.,57. ,2E P -"
961P-
963- r. -E -NONAME MREATED - 1l115/,ZI
963-
961=- ' UJ T I P L E k ER E S5 1 .4 **e *

965: DEP. VAR... E
.
WS ENCIKEE82 HOURS

9664-
9670-
9686- 3IJMARI TAILE.
969#.
97n TEP VAKAILE V8 M fLJT-R I-SQ ..HAE R OVERALL SN.
9716.
97212: '.2 OCAX E 11.853 .813 .664 .664 .815 12.85- .311
9731. 2 99% E 1.965 .871 .759 J95 .525 7.862 .IZ9
9740 3 MIAIO H E .510 .887 .787 .029 .51L 4.939 .678
9750% 4 HZUL E .4 .913 .816 ,IZ8 S33 3.31 .176
9760. 5 ,"TAREA E .15 .9f .625 .969 -.,b3 1.3 . s, .782
977'IIsT .I RECRESSIO 61/1562 7. .21..!71 9-4E 26
9781.

97o F*."E OIAE .CREATEL - 01/1518Z)

913% . M e LT It P , E R E R E S S I .P N # t 4
98~9.

949. RESIDUAL PLOT.

9 8 ViUE I EST. RESIDUAL -8I6 6.6 +',D

999W. Z. 1 1.31 .304
9909 1.64 1.1, -654
99,9 . Z.734 Z.516 237 I

lox1 1.813 Z.117 *,4#
"N29, 1I.3 2. 36 -. 353 5
MIS93 2.-U9 :.;73 .T47 h.

999 117 1.7 2 7" i
9956. 3.043 Z.949 .9961
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9981- A iD',:ATES POINT ",'T OF RANCE OF PLOT
9996:

003-. NUBER OF CASES PLOTTED a.
163": NURSER IF , S.Z . OUTL.RS I OR 0 ;ERCEN' OF !RE 7ATL

10402 VON NEUMANI RATIO 1.94889 DURINh-WATSOM "tST ;,705Z

lk#, NURSER OF POSITME RESIDUALS 3.
$076- NRSiER OF NEGATIVE RESIDUAL$ 3.
1080- MURSER OF RUNS OF S:GMs .

00 MI M IXIN 2kTO M- I"POSS3LE.
#i1ts USE Ai TAKIE FOR EIPEC.TED qALUES,

*iZIM:I'-T:AL IEGRESSOI 0I/16l. IZ...7. , O2 Z7

9141-
0130- CPu TI E REWJ:RED.. .3e90 SECO3DS
1:

*9#- TOTAL CP!, TIRE USED-. .4770 SECONDS
12102
111

.

0226.
1231:
0241: RUN ̂ONPLETED

Z6#: IJRSER OF '.TROL MCRDS READ 39
1270: IBER OF ERROrS DETECTEL #

IZWo.EOR

RAND- LOGUT
5.484 SEC. 4.49 ADJ.
14.85L SEC. 4.394 ADJ.

US 9.64U
mEC7 "I E # RS. 38 M1N.
1115182 LOGGED OUT AT .54.L.
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APPENDIX G

FACTOR ANALYSIS INITIAL
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239= RUN UKI FACTOR ANALISIS
'4#: VAR'K iS FTNoFU,FtPFTO,ATT,AZU

249= F,AA,CC,FWAiCAF9,N,9
UP9 INPUT FWRA! FREEFIELD
36 '9= NPUT MEDIUM DISK
Z90- N OF CASES ONKNOAA
0- MUPUTE F;-FTWT/;IOC

0 311- MUTE AA=4TUT/AIOC
321- CCNP'iTE CmT/C7,04
331- CONPtJTE FN-FN2U.PA

(~ 34#- COMPTE AN=ANZU.AW~
35P CGMP,*J' ^%cNZU4Z'AI

37#= CO9PUTE 919 ANZU/AIXP
,go- _O4P.2 CMAAzu/C919
390*- cACT3R YARIABLES= FTUT %~ C!OCITIPE-PAI

( 499 ROTATE=QARTIMAl/
419- YARIALESFAC7'E-A',
4&'9f ROTATE-QLRTlNz/
43#z YARALES ,A,CZ.P-:Ah/
440- RTATE=QUAP:9A1
45#- VARIABLESzFor^ITP--,

( 466c ROTATE-QUARTIMAl/
470- VARIALESF,AC,,,Z ITYPEPFAI/

490 ROTATE-QIJARTlAAI I
490- 8:~
500- SICS AL
519= READ INPUT DATA

530- 11953719 M9 NEE;U FOR FACTOR
540=
550- END OF Fh.E ON FIL.E :AZ
561- AP~ER READIAG 6 CASES FROM SUEFILE NOIIAME
579=IFACTOR ANALYSIS 03),,/&, 14.4,.':. PAlLE

599= FILE - ~.NAE (CREATED -61/V82S)

60f

629= VARIAILE MEAN STANDAH D EV CASES
631-
649- r-Wi Z347.6667 559.4917 L
654= FNZU 11.6667 1.4.8"T 6
668- VFRI 1.675# .719; 6

C 671. FTOC 4329:.3010 171.99
6W9 419! 2354.3333 932..5965 6
M99 AND 7. 3600 3.9"$1 4

* 7w9 91119 1.13n .4293 6
719= ATOG Wi42.1000 21196.5151 6
Mes CWi! 14431.6"67 16272.9996 6

(~ 736- CNZU 3.6751 .3367 6
b740- CNIN .6951 .1887 6

759= ClOC '4u90.99fm 43'4179.0300 6
C 760-IFACTOR ANALTSIS 1312t192 14.41.3Z. PAGE 4

?SO- FILE - UWIII (CREATED MUM)2292

919= CORRELATZ COEFlClEMI'..
821.
93.=
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66. FNT FN21 FRI r - *
880. F" 1.66668 -.14119 .18111 .4^76# .4759
8962 ;93ZJ -. 1#19 1.6496 .59831 -1159 .10
911 rRI .6111 .58S31 1.6668 .756V9 .36;

L 910. FTC3 .4276# .12115q .756,9 :."##1 .;,
928 ArT .37369 .82369 .38019 .:9928 ;.Utoo
931: ANZ, .15247 .139#9 .56114 .42256 .. :

( 940- 4919 .14585 .65571 -.661 -.616;e .3786:
956- ATOC .65877 .61935 .414637 373 .:3
9P CTUT .Mr563 .76#12 .65949 ..5724 .59414

0 970- CCU .7=290 -. L4192 -.1649f .!W!5 .34
9m8. CHIP -.58684 .76536 .612 .96 6:
m99 CTOC -.Z4149 - .19169 - .:618# -. 721 -. 5(1 1666.

111

1123:

',t# FW .647 .148 " .65871 .54#2 .72:;8
107: TW7 ..11969 .557 .61835 .76012 -.41:
1678. FTN .56,14 -.63691 .4627S .65949 .I4t
192 P'3C .6:256 -.61618 Q37738 .:.V14 .145!
!:Of= 4AV .10314 .33811 .91539 .519414 247
UIO. AZ 4 .00 1#8 -.2361c .fo372 - .:;U6 - .486S4
"Zia 4929 -.23#61 1.6606 .3336 -.Z8186 MV5L

U6'ATOC .2132 .33 1666 137 .394Z ).110t CTWT -.1958C -.28166 .51375 1364116 OUSE75
,:50- YVZU -. #8842 -25' .144: -.M75& ;111111
1116V6.N391 .29592 -.41991 384633 .534:1 - .58W4
11.76- CTOC -.856836 - .^8459 -.469N4 .285s9 .22*
1126'
1196.
"9#-
1266:

1226. CHI9 M.6
1236.
124- FTNT -.58684 -.24149
1259' FMZII .76536 -.19169

1264- FUR .651 2 -.26181
1270- FTOC .2988 -.37241
128#- ATUT .32891 -. 35672
1290. ANN8 .29592 -. 658,36

C 0-9 9919 -, 0991 -.Z8459
1310- ATOG .14633 -. 46924
1326- CTT .53421 .8S

C 13M. CNZu -.50445 .22091
134& CHIP 1.l*0U -. 0529l
1350.FCITOR AIALTSIS 3/ZZl/82 4.4232. PACE 4
36&.
137tM ME - RNK (CREATED- 631Z182)

0138P.

1416.
C 1421- CHIP CTOG

14m,
244&. CTOC -.6 .0o666

C 1451IFCTOR AINLYSIS 13122182 14.42.32. PACE 5
2441.

1471 FILE - KNE (CREATED - 13122182)

1496s
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:5":9=

1520- ViAILE EST COINUIALITT FACT3R --. 7:.:[,-J C 'UP FCU
1536.
I1540' FWTV 1.666 I &."77Z 17.1 7
11.9- -NZU 1.00Ml 2 ^.V!J C. .

156'N FIP I.66966 3 2..184: :8.8 ,I.-
1571A F.TOG66.i6 4 :96527 15. 6.9
1599 ATUT 1.69996 5 .a764 1 ., 1".0
1s"9' MZU 1.99999 6 .66666 .6 10.

(.. 14' 991N I.66999 7 .66#6 .9 IIAI
1416# ATOC 1.#9l 8 .6610M .# In.#
1429 CTUT 1.99996 9 .16666 ,1 16.0

0 1439' CNZ 1.96999 6 - .6696 -.6 169.8
1 44l 9 8M61 II : -. 9of#" -. 1 :N ,.
1m. CNI A.lB# 12.-1 ll -. 1 :"l.1
1459 CYOC ].#699 I - .00#01 -. 1 :d9.#

0 1649'IFACTOR ANALYSIS 6S.'28 *4.':.: :. ,-
1679'
1680 F7LE - MONK (CREATED - 131 22/:1

C 1691Z
17606
1719' FACTOR MATRIX USINC PRINCIPAL FACTOR, NG :TERATONS

( :76'.
1739'
1740-

( 1751%
1760 FTOR 1 FACTOR Z FACTOR 3 ;ACTO, 4
1779'

( 1786- 7T8T .16691L .84731 -M.2423 WK9397
1790- FNZ'. .8^,744 -. 66645 .3'::s -,32454
186' FYX8 .P8s83 - ,28696 - .#67;l .28956
1813' FTOG 6o55 .86949 -.44446 .53196
Ir29' 47,97 .74331 .54922 .2 .429c-
1836' ANZU .53246 - .23289 -. 79515 -. 173251
1849- 4M19 -. 26693 .6112.5 .09363 -. 73e9l
1851' VOG3 .69717 .69563 .13449 IZ2
1860- CTW( .68361 .6131 .64639 .,4130
1871z CNZU -.Z16#8 .80925 .136" .44396
189' ^,XM .67383 -. 61865 ,2999 -,91619

1890' CTO, -.44141 -.18366 .73188 .48554
199#'
1919%
192#%
19364
194#% VARIAILE CONHUNALITY
195#'

( 1961 FTNT .9733Z
797t' FNZ .99374
1990' FIK .96Z99

S 1999' FTOG .95047
99 ATiT .976#5

210104 ARM .99997
* b A9IN .99962

299 ATOC 968
296' CmT q94301
z99' CNZU .96t65
29D9 CHiM .93434
267e' CTO6 .99996

C 298'IFACTOR AN.YSIS 63/2212 14.4Z.32. PACA 7

216,' FILl - NOW 1CATED 1312t/9Z)
O 211#4

2129'
2139' @3RTIMI NOTATED FACTOR NATRIX
2140- AFTER ROTATION N7 KAI SER NORNALIZATION
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2196a FACTOR I FACTOR 2 FACTOR 5 FACTOR 4
2299.
Z:.. r-6T .16139 .94929 .11259 .18324
Z229 FN8j .94518 -.39935 .04962 ".4711

- Z230. FMXM .52783 -.;7676 .'6819 .251 6
2. FTO .13318 .Z76H0 .81393 .39679
Z= ATT .93479 .2429 -.Z4Z7f .1706
Z221 ANZU .12686 -.17045 .37:9 .?:20!
2t70. MIN .16827 .2212 -.94998 .16729

22W ATOG .89927 .48260 -.05"s9 .31939
? m CIV? .871Z -.0542C .36210 -. 49787
2m9. 0126 .92968 .88!7! -.3713, .25
Z311. CI0 .53389 -. 7.369 .3732s .12475

. l329. CTOG -.:7313 -.1459: .96667 -. 97999
2339=

2344-
2351=
2369.
Z379. TRANSFOR ATIOI MATRI

C 2380=

2430=

2444 rACTGR .89559 .1.611Z .46793 .:35:1

^4450- FACR 2 .2949S .86759 .96: I
2466- FACOR 3 .4664: - 4.83S
2479= FAC'OR 4 -.2:567 .449 .76217 -. 41096
:489IFACTOR ANALYSIS 03122182 4.42. A. P426 6
2499.

2599. FILE - MONAME (CREATED - 031/:82;
Zsl9z
252#1
2530: FACTOR SCORE COEFFICIENTS
Z540-
'559.
Z569.
2579.
2589. FACTOR 1 FAC

T
OR Z FACTOR S FACTOR 4

(" Z5 I=
2694 r"T .9R399 .36159 .10416 .0430q

263-. FAI .27858 -.13716 -,49177 *32917
C 2629. PR40 .17751 -. 9191 .25961 .13119

Z636- FT06 -.01M4 .1647S S33474 .99751
26. ATT .26 .9W7 -.12324 .62782

0 2650. ANZU -.17138 -.15135 .8428 .37157
2 . MENSI .11958 -.01235 -.42825 .12465
Z6763 ATlC .11346 .15248 -.7385 .06324

* 28 2T .C2859 -. 1147 .11087 -.24198
269. CUD .91449 .33195 .94837 -.1sz6
tU cm .1496 -.251 .5440 -.93#42o Z71 CTC -.39327 .01367 .11718 -. 42125
2729P
2731t ERROR IWI .. 043. PROCESSING CEASESP ERROR SCAN CONTINUES.0 VW*
2730a
2760- CPUJ TIRE REGUIROD.. .s5 1=SCOD

0 Z779,

r zil.l
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FACTOR ANALYSIS
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M5:MD EDIUM nVS9
166z 0,ASEE 'MKM3M

~7#='3MP2,7t F:FTWT/nTOG'

lW-CjPrr,!E CC-:VT/~CT3C
C zu-COnRF;E F4tCAZLIFT

ZZSCUNPrE- CMzCZC-4C
O zucowr FK:FNZU/MR~1

ZWCOPUTE M:ANCU/AMIW
Z56-CONPUE emCN:CMZ/ZIP

06 *AA8L:5F,,C/WEPA!

:*l

56 42r::s ALL
266:REAC :W --7A

C ..SAVE,FAIIN,G

PSS ERRORS

13: VOCEUAZ4X 3OWP,2C CENTER
14f.: NORTHUESTER N uIVERS7t

160: i P S S -- STATISICAL DAZKACE FOR THE SOZ:AL OCIENCEE

to#: VERSIOW P.0 -- JUNE 18t 1979

036: RUN NAME FACTOR ANALYSIS
C 240- VARIABLE LIST FTUTF4ZO:FNINvflOCATMTANZU,

256k ANIWATOC,CThT:CNZO ,CPIWC OC.,
260 FFAACCVMA1,CN.FN.N,CN

* 276' [PUT FORMAT FREEFIELD
26' [PUT MEDIUM DISk
216'M OF CASES UNKUOUN
We: C~Jfft PFl'TTflOC
316: .OMPJE AA.TST/ATOC
4326' CQWUTE CC:CTUICTOC

( 330= COMUJTE FN:FNZJUO T
3m.' COWUE AN4IEUAWIT
356' CIPUTE Cu'N.CWTUT

( 360. CONPUT P~sPNZUIVNIN
376' COIUUE me'AN IMIR
We~ CW TE CU-CwZU~cflN
S96 FACTOR AILkES-FPAACC/TTPE.FAI,
466: ROTATEMRTIMAII
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A J, VM AiLJE$'F ,S,CAT/TP[ ~,;A
( 4Z5' ROTATEGUTIMI/

436- VMI AR.F.Fkohl@CNc PANu Ip TITEPqIA I
445- RMATjtW~tNA11

(. 45, OPTIONS 5
46& STATISTIS ALL
475, RE I WT DATA

410 IN CR NEW E OR FACTOR j

C 5 0 . FILE 01 FILEUZ
notAFTER M tIC l CASES FRO MILE NIM

0535' FATI ANALYSIS 53122/92 15.26.19. PAM~ 2O so,
SW FILE - WORE (CREATED - 9/Z1/82)

0 57i,
515- VWAB.E KAN SIANDAUP MY CASES
591Z

C. Fi5. .115597 .253
615' AA .15 .172
42 CC .3421 .5z25 ,

C 631hIFACTOR ANALYSIS 131ZZ/B2 15.Z4.Z9. PACE

631- FILE - NAE (CREAtE - 13/212l/

711%68- CM~A'OU CSOEFFIC.ENTS..

711
721=

741'
C 750-p 1.155 -.#3852 *.12345

76#-AA - .3852 1.9555 -. 491
775s CC -. 12345 -. 49291 1 .N5m5

C H'IT FACTOR ANALYSIS I/22182 0.26.29. PACE 4
795,
Offs FILE - NOW (CREATED - 531g/$82)

C 810

8N' VMIN1 IEST OEIWLITT FACTOR EICCW.* fCT CUl PCT
B'.'

C 870 F 1.00U I 1 .5 32 .0 59.5
UP, A l.0u00 2 1.0107 33.9 £3.9
90 CC 1.IlNH 3 .411 14.1 550.0

0 955'IFACTOR INLTSIS 03122/Z 15.29. PACE 5

9w19-M FI MNIS CNIXA1 - 53122/52)

"s
•YU. FACTOR UING PIIUCIP. FA CTORh i I1ATIOUS

0 low

"178

t155' FACT11 I PACTO 2
lll5'

1535' 95 .54715 -. Z42
1545,CC -.5714 -.5,4745

. ...
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Is m.
IM WxIAKE C1INu
1109

I 1l11 ;F .97721
112 AM .77&61
1130' 6C .74449

.. 114&I FACTOR ANALYSIS 03/210ZZ 13.4.29. PAE 4
IIwI
1U& FILE - Mli ICREATED- 03/2Z82

11m IMUTIAIU UNTATEI FACTORATRIX
o AF0 ROTATION VITh KAISER ON LIZATI0N

1130,

12W,

12468
1250: FACTOR I FACTOR 2

1290' AA .8793U -.1382;270, FF .03l0/2 .93810

C 1210 cc -.8572 -17ZZ9
1309:
1310:

C 1320:
1331-

1340a TRMISFORMATION MATRIX

C 13m0:
1360-
1370-

C 13M.

139. FACTOR I FACTOR I
140.

0 1410- FACTOR I .91266 .!29I
1421- FACTOR 2 -. 123l ,99"4
1430-FACTOR ANALYSIS 131U2162 '5.24.29. PACE 7
1446-

1450- FILE - NIIAME ICdEATED 1 3122102)1446-C" 1476-

SFACTOSCONE COEFFICITS

1490s

15112

13W FACTO I FACTOR 2

139m FF -.1147t .9I4wo 1540, U .5093l4 .,14790

Ism0 cc -.57 -. 13599

MO INI tu .. M. PROCSSING CmiS, ERRO sc INKS.

t~ NTINE KINE .. m S ECOU

144 ..... m =41 .....

1709.

1710' E U E.. H
YAR2V ZM MARE 00 01 000 IT MA LIST IS NT
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311sSTA&S*ICS ALL
320'EA INPUT DATA

SUCH PROCEW CALL UKi 0
*.RETW.I

C. .RIiFSPSSoA2vFAI
W1C PROMU CALL UKi - 5311W
JISPSA2 1

C .9SS.DDAZI.FAAIvLQ:AN'd.L*IsN

o..rr~tuhS
L.st

C 12z 13122/82 15.41,26. PACE
430. VOCLWAI CONPUIIC CENTER
140- NORTIIIESTMR UNI VERSITY

109. S P S S -- STAYISTICAL PACICACE FOR THE SOCIAL SCIEKCES
17#-

C n. VERSION 8.0 -- JUNE 181 1979

230- RUN UKI FACTOR ANALYSIS
C 24&. VARIAML LIST FTUT.FNZUFnZH.,FTOCATi;T.ANZU,

250.AAIN.ATOG.'THT9CNZUtCfllflCTOC.
260- FFvAAoCCvFNqANfCNV,",CN

C 273- INPUT FOWHT FREEFIELD
280. :NPU7 REIIUR DISK
299- A OF CASES WENOAN

C 3H-: CONFUTE FF-FTUTIF7OC
31#z CONPUTE AAxATWT/AlOC
32is COINPUTE SCCTMT/CTOC

C 330- CONPUTE FN.FKZU.FT
349- CONPUTE ANnANZUAAYT
351- CONFUE gI.CNU#~CtT

C 3W0 CONFUE FW*FNZU/FNXN
376: CONFUTE *.AIIZU IN
390: CONFUTE CN.CNZU/C~qIN

G 3"0. FACTOR VARAIiLES.FNANCNFNNNCNIT1PE.PAI
4809 ROTATEuIUATINAI/
41#s OPTIONS 5

0 421- STATISTICS ALL
* 40 ElI INPUT DATA

45& #WIN CN A FOR FACTOR
* 4W.

-W WOF FILE AN FILE Ail
40pu AFTE EABIX 6cr CAW FR SILE NOO

* *BIFC11 ANALYSIS 13122132 15.41.16. PACE 2
sub

* 0 5112 FILE - NIN ICEATE3 - 31/31M

co 5W VERIABLE EN 114101K V CAME
sw
54& Fl 24959.S79 fil.759l
571h- 0 Il90. I MIMI$71 -
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466 68 8.4154 7.1#15 4
616' CR 5.761S 1.0517 6
460FACTR~ uAuLSIS 6312212 15.41.Z4. PAUE 3
436'
44a: FILE - UONME (CREATEI - 63/221823

4w6

676- CLATIO COEFFICIEMT..
~66
70a:
71#.
79 FN AU CU FM 0

74#2 FU 1.66M6 .4346 .51315 *.21144 6211,
o s a1. .3UN t.666 - .6379 -.45135 .77413

76' CN .51375 -. #3792 1."m66 -.52386 -.6436
771s FN -.21144 -.45135 -.52366 ".6666 -.7119
7N 09. .64217 .77463 -. "4362 -.76119 1.6666
796: CH .ZH6U - .27M6 -.39962 .56C38 -.43"9

C 841- Cp

86 FN .29644
slo. AN -.2786
w66 CN - .39982

896' FN .54M3
96#8 * .433"9
MIS CK 1.1m6
ms6tfACOTS &W4.J1 6312±11 LS.41A3. PACE 4

( 936:
946. FILE - NUWUE (CWETED- 63/22182)

976:

* C 996- VM~IL EST MMIIAITY FAMT EICEIVAUE PCT CLi KCT

1616: FN 1.6666 1 2.79M5 44.4 44.4
C #Z 16A6 66 .66 2 1.47425 24.4 71.2

163w CU 1.66M6 3 11294"6 21.4 92.7
1#44a FN 3.666 4 .37M9 4.2 "J.

o 65. U 3.666 5 Am22 1.6 166.

* 1#WIFACTOR AIKISIS 63122182 15.41424. PACE 5

1696 FUL - OEi CREATED - 031212M)

1108 FAC TR US111 N M OCII. FACT. 0 IMIATION

o 176 FACT I FAC I 2 FACT 3
1166

3 1196a PU JIM7 M757 .36o O a36 .755 :.16424 A1472
121fo CU Am5 .749 .47047

o 1226.M UMm3 -. 43663 .344
12~~A_2761 Am5
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ias
( 120.

Z9, VAIAILE OALITY

1316' FN .9452
C 1320s AN .91232

13312 CN .359j
1341 FN .842r,

C iss5, .93961
136&' CN .88m
137IIFCTOR ANALYSIS 13 JI82 15.41.3. PACE 6
13%a FILE - N013( (CREATED - 032211)

1411ao 1419'
142J9: Q91T'M1 3 RTATED FACTOR MATRII
1436- AFTER ROUTIO WiTH KAISER NORMALIZATION

C 1441-
1451:
141:

C 1479a
148 FACTOR I FACTOR 2 FACTOR 3
1499:

C 1506 :N .10565 -.14066 .971M9
,s1l9 AN .91029 .6Z940 .20859
5 2: Cl -.13973 -. 89244 .42144

1536: F0 -. 63575 .8672 -. O83
1541: NM .95349 *.12 41 -. 11765
15%5: Cm -. 616 .71979 .48315

1579:

1596:C 15991:

1606: TRANS.FORMATION MATRII
1410,

C ioz.:,

C 1059 FrACTOR 1 FACTOR 2 FACTOR 3
14W

1676a FACTOR 1 .8i490 -. 57935 11Z
C IMP- FACTOR Z -. 40M92 -. 33537 .8$721

149s FACTOR 3 .4z991 .718zz .54711
17NIFACTOR NMLYSIS 53/2/2 15.41.24. PAME 7

C 1713s
1729' PILE - NONAM (CREATED - 93/1221

ITis
0 1740-

179m. FACTOR SCORE COEFFICIENTS
170a'Smp

t1 FACTOR I FACTOR 2 FACTOR 3

1619' .U . 14 .Aw .67015
o 1MP AN .4490 .19064 .17973

low9 co -.23210 .3319a .24296
I & FN -.17226 .31593 .A1in,o I#, 0: .44392 .146 -.19602
1876a CN -. 13 .412i .30 4

116IFACTUR AALTSIS 312V2 15.41.24. M I
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9 7S:, TIME 3OUID.. .P6 suIm

1946s

1 9a TOTAL CPU TINE LM.. .I7UEUI
%02

1976a
~19Us

1"08
" mm ccein

om N OWE
C ZEI.

MW MM OF CnlS CAMS READ 21
0 W oMM s REtECO I

-s -

1123

S0

0
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III's

INS 128322/ 32 15.1835. PACE
1362 VOCELZAC CONUJTlNG CENTER
1INS NAI1UiESENNVERWSITY

lox8 S P S S5 - STATISTICA PACKAE FOR THE SOCIAL SCENCES

O Ill. YERSION 1.0. --WE MN 1979
1918
2w.

238 RON NINE FACTOR ANALYSIS
@ 2418 'ARIADLE LIST FTIIT,FNZUoFRIMvFTOGvATMT.ANZUi

251 ARMATOWT'JTCNZUAINtCTOG,
zw1 FFiAA.CE.FoMCkvFH'U.OI
UP76 INPUT FORAY FREET IEU
253. INPUT MEDIUN DISK
ZW. N OF CASES UWND

C 300- COFT FFrT/TffOC
3118 COIPUTE AA-ATHTIATOC
UP3 COMIITE CCCTIT1CTOC

( we CMNuTE FN*FKW#JFTVT
3418 .0MT , E URANZU.ATUf
3w1 COWUE CN.CN!4CWT
Up43 CORMTE FN*pUZUmINq
373. COMPUTE *.3UIMIM
M-. COMJTE CR*MIiCNIN

. 390- MTN~3 YARABLES.F,ANMcNITPE-PAII
400- ROTATEmQUATINAII
410. YAAIALES.F.AA*tC1YPE-PAI/

C 4'3 #-POATEGAAU
430- VARIAI.ES-F&NiC17 YPE-PAI /
440a ROIATE.QUARTIIIAII

C 45#- VARIAILES.FUANCNFNNCNITYPE.PAII
460- ROTATI4IMUTIMAII
471- OPTIONS S
4U18 STATISTICS AU.
4W. AM INPUT DATA
533.
51#s NINl CO NEEDED FOR FACTOR

MIS' END OF FILE ON TILE DAZ
S40-~ AFTER REAIK 4 CASES FION SWILE NONI
SW3IFACTOR ANALYSIS MUM213 15.18.55. PACE 2

0 570- FILE - NANAI (CREATED MUMfl292

5w1
A&4 VARIALE KN STANDARD DEW CASES

UP4M F1 M UM9.5 6112.71"4 A
&W a 17567. INS 9171.3711 4

* 4w3 cA 53(4.433 31944. 1497 4
WmS1IFACTOR ANALTSIS flhll/S 15.135. PACE 3

679a FILE - NUIA ICEA1U- DIU=4

4 7W3 DIUNLATIEN CKMFCIINE..
7118

733.

73184



746a
r , Fm AN C11
76B
771 FN 1.l3ll .436H6 .51375

C 70& AN .436M6 I.6WN -. 02792
79' Cli .51375 -.313 I.33633
9661IFACTOR AIILYSIS 31IZZI82 15.18.55. PACE 4

US FILE - No CRETED -M 3122 63i

IS

M VAIABLE EST COiTMU !T FACTOR ICEUVAUJE PtT C11 PCT
ow

6M3, FI I.3M 1 1.6541 53.Z 55.2
o AN o.m3 2 3.1.741 34.6 89.8

916' CK 3.6110 3 .3676 1.2 IM1.0
92PIFACTOR ANALYSIS O1M2132 5.1.55. PACE 5C 93",

940- FILE - NON1 (CREATED - 3/22182
956'

C. 966',
97P' FACTOR NATRII USING FINCIPAL FACTO, NO ITERATIONS

1W12

Irj= FACTOR I FACTOR 2

1M3F3q3z'M13

109-' AN .57343 .77688
13owa CI .40976 - .6%82
1376'

1166A

1113' VASIAULE CgNMLITY
31213
113P FN .8w6

S 13411z AN .93259
115t.CN .- 955
1166'IFACTOR ANSIS 33182 15.18.55. PACE 6
1173'

1196'

.121
111a FLE - .NME I TDl

1216' SMATINAI ROTATED FACTOR RATRII
1U& WOTUNTATION 11179 KA1 NOIAIZATION

114o FACT I FACTOR 2

1M F11 .7425 .54

13104 01 .9475 -. lux2

1322- [- Lli~lS)-11212

* 1343m
01356'

1363' TIFOTIU51111

137&~

in&ll

13"s l t47 .M



-. :0 FACTOR I FACTOR Z

1436- A% .18
. 40 ACTR Z .S:
i456::.F4'R ANRL!S;S 03j)zz2 15.!8.WO. M&CE 7
1466-

L 1476: FLE - WME ICREATIE - 13/ I/$Z)

140214"a,

1512

1546,

(. :91:- N. ,:97: .6.712

1W

.55963CM 37941 -. 794

1611' ERROR MER.. 843, PROCESSING CEASES. ERROR SCAN COINT:MES.
(" 16263

16363
1640- CPU TIIE REQUIRED.. -IM SECONDS
1650-
1666.

1671:

16" 9 ..... ERROR SUMAR .....
:760-

!721,
1730- ERROR NUIER.. 843

: 1741- VAR:A LE MME 3N lSEQUENT VAMALES LIST IS NOT
175. INCLDEO :W THE F:RS7 VARIABLES LIST
1766.
1 711 TOTAL CPU T19E USES.. . :7u SEC3NOS
178z
1796t

18163,

1826: RUN COIPLETEDC 183. l

1846 NUNIR OF CONTROL CARDS READ v7
1856- WIDER OV ERRORS DETECTED I

Ci 18186

H0

0

0
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(. 15SRUN NAE FACTOR ANALYSIS
119tVARIABLE L1TST FTWTi.NvZUFWINFTOCATNTtANZU

125 ANlW,ATOC,CTVdT,CWZ1,cNxN,CTOC
1Z~. FFAAoCCiPUAICE.FNtNN,C%

II&4PUT FOWNT FREEFIELD
IS&P~ INK ECIUM "ISK

C 0z C; :ASES UNXNCiW
I7#xcON~rE FF-FTWI/FTOC
ISSSUw iTE AAAT/ATOO

2uVcIJE FlzsqZU.VFTT
Z1S-cONWUTE ~ ASWU#ArJT
z 2:OKP1TE Cff.CNZUiCT
Z3M~UWE FN-FNZU/FM1W
:40.COMPU' ,E ON1=ANIM

C ZS5;CWUTE CN.CNZU/CNIR
2O5%FACTOR YARIABLES. rTVT n. C7CITTPE-PAI/
A7f% ROTATE-WARTTRAI/

C. sl 28:AR1ABLES.FhAMNCITIPE.PA1/
Z9#% ROTATEsWAIJmTUvI
30#- YARABLESfFFAA.CZITK:PAI/

C 310= ROTATE:SUMTI WAI/
320- VAR[ALES..EN.CM/71PE-PAI I

335:ROTATE :OUAMTIWAI/
( 341. YAR IALES*FN wAN oCN v N iNN iCH (T PE -PA I

'n55 ROTATE4QUATINAI/
360'OPTO 9
37141TATISTICS 4LL
385'RMA INPUT DATA
..SAYWF42pKO
*..RPLAC!:FA2pIDDO3O
LE WE FAZ HAS BKEN REPLACED
.. D17#MZ#S

C . .L,4

C 156'25 4Z.75 2.4 4191 392 4.1.1 735533712 3.75 .4 79 0 1 1 10 1
11523155 9.75 Z.3 5655 2155 9.75 .86 642 14705 3.75 .5 28UM5 5 05 5511555
125.2395 112.5 72544 2455 It .4555 14312 3.75 .84 3231555555515165f5o 136*14541It2.1 UN I11.5 .95 31873 113413.0 835191
145:215 9.0 .95 2555 1572 1.55 .932MIM 5797 3.9 .54 1242455555555I5515
1552431 11.5 1.1 31276 299 7.3 1.5 4295 3729 3.9 .53 500515155I5556550o JBIA3SPSU2PWA2

*..FILES
OCA FILES--o F* AZ KDOUT $11MI SWUTPJT

..WSSG9M'1A 2,342LO4W9!ILx1tM

M.11
0..Ant

125= UM1215 1442.3. PACE I
130 "C~iam cuuuiluca
140Z MAUM MAE ENVITV
IwSo 161. S F IS- STATISTICAL PACNAGE FOR Tt SOCIAL SCIENCES
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15-INPUT PEDIwA D1IK
I INt OF CASES WWIOM
1ThcOKPVfl FVFTUT/r1'O
1U-CONPUTE AAATVTJATOS
19#zOVUiT cCCTBTICTKJ
MaSCMUTE FNAIZUIU
4.1facOIa AN'ffiZuATUT
USCMVUIE C~uvmI.CTVT
ZW'eUPUE FNaFIUWFNIN
246-NPUTE MANNU/MIII

?7IFAIET M NUALSx$thUCNTPE*FA1(I
z91 ROTATEOITINI/o 0 Y- AR!AKLEsR9,ANCUFN Me CNIYTPEPAI I
31& ROTATEzOJATINAIJ
214PT1UNS 5o 33I0STATISTICS ALL
34I4-AD NPUT SATA

..SAYE#FA1tNrG

* .RESPSSvDA2.FAI

I PARAETR 03 SF5 CALL
SM5 ENOS

* .SPSSDbDA2, IAI ,L0%A1R~sL-61 *NI
P56 ERRORS
*..OITiIS

LvA

'Ua'
UP'S

120. 112Z/62 15.34.31. PACE
130. VOCLACK COMUIKC cam1
14#9 NOIMTEU LIUVERSITY

170.
0 w li PII S .S -. E SAITCLU 1979EFR A OCA SI

m

o W 24. IAII! LIST FlT.tF~kFIUF~vTIllT*#.

2600 FF,M6CC*rusM*CuoF9M#CR
0 M7 IM "MAT FWIM3

UP cgl C ca /CUGo 339- CMMI PFbF hT

340 COUT M"M



:'A- Ck.CNZ4CT-J: -:^F;TE F%,:NZ UTI

414 CONS.TE W MZUIMIR
O COMJE CN'-ZUICRIR

m ,. FACTOR YARIALEsf$, i CRITYPEPAI/
4N- ROTATE-QUARTIRAll
41l: VAIR ILSFA IClF',m, COI/TYPE-PAI
4,8. ROTATE-OWATIAJ I
4W PTIONS 5
441a STATISTICS ALL

C 45P READ IWJT DATA
4w9
471*9= 310 CM OEM FOR FACTOR

4"s END F I LE 39 FILE 042
SW UTEA READIC 6 CASES FROM SURFILE IONDA

o 51191FACTOR AALYSIS *SIZi8Z6 15.14.3. PACE
52ft

531 FILE - NO" CEATED - 3IZZ12)

5W VARIABLE AEAN STANDARD DV CASES
C 57o'

so#: ;m 6.5472 2.7336 6
590- No 8.b155 7.i15 6

( 610 IO 5.7019 1.2517 6
61IFACTOR 4NAL!SIS 6312182 15.24.30. -4E

63P FILE - NONAME (CREATED -I1/2V822
64"t

65
660. COME.A7!A COFICITS..
670-

700-

71P' FN M C"
" 721-

73P' FM l.966 -.7011? .5m83
74. ON -. 71119 1.0006 -. 43399

S 759. CR .%M -. 433 1.011
766%IFACTOR ANALYSIS 3122182 15.34.30. PAi 4
770,

O 789 FILE - M (CREATED - 3122M)12

130* VARIABLE EST COUIALITY FACTOR EIENVALE PCIT CM PCT
~0849

l.66S I.1 2.14271 71.4 71.4
369.9- 1.166 2 .58WM 7 19.4 90.8

* 176, U 1.i6 3 .27462 1. I6.9
U9.ICTOR ANLYSIS 03/2ttI/ 13.34.39. PACE 5

.mE

o w '

o 906 MIE - C WET8 - 63/2 /I

i 0 Mi FACTOR 2147811 USINC PRINCIPAL FACTORP 10 ITRATIONS

0 %~is

9FACTOR I

ii, lFN .6 914
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7.-bS

.54.

1656.

"i46.

1070. VARIABLE COgUALIJTT
C ieee.

1$90. F' M8159
till, I .7225

C ItII. CH .Sqss
Ittzo
1136.

0 11 W- uIER OF FACTORS : tSS "141AN 'c
115e- PW ScES:N. :aj.NoES BYPASSIWC ;TT:Ch
116.

() 1176.IFACTOR AMALYS:S riz/ 2 15.3L.3. PA',Z
1i8e.
I1It": FILE - NO"l E IATEZ" - 'iZZ1ISZ
i2.9=

12l6 FACTOR SCORE COEFFICIENTS

1244=

,261-
1270: FACTOR
1IM r X312

.30: MN -. 39671
!31:z CA .36117
:321:
136 IMRO NURSER.. 843. PROCESSINC CEASES, ERROR StAx nouniMEs.
1340-

136#z CPU !IR REGUIRED.. .i431 SECONDS
1376:
1389.

1396.1444.

11 ..... ERROR UOT -.....
1429.
1431-
1444-
1451- ERROR UNPtER.. 843
1466- VARIABLE ME ON SUISEIENT VARIABLES LIST IS NOT
1470- INCLUDED IN THE FIRST VARIABLES LIST
1480.
1490 TOTAL CPU TINE USED.. .142 SECO1S

151P
Imp

iin.

0 ism. wJE OF =n. cm R 23
1576. INNER OF ERORS OETECT I

0
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